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Introduction

The decision to marry was announced after two months of “dating.” 
Zheng Jiajia, 31, a Chinese engineer from the city of Hangzhou 
carried his wife, Ying- Ying, to the wedding ceremony. She wore a 
black suit with a red scarf, as is traditional. With the appearance 
of a young, slender Chinese woman, Ying- Ying generated warmth 
and responded dexterously to speech and hugs. At home, Zheng 
had enabled her to walk and even to help with household chores. 
Surrounded by his mother and friends, Zheng married his robot 
wife on March 28, 2017. When asked what he thought was missing, 
Zheng emotionally replied: “A beating heart.”1

In that same year, in San Francisco, California, a small company 
named Luka released an advanced chatbot app named Replika that 
soon had an unexpected outcome. According to the Wall Street 
Journal, around 40% of the 500,000 regular monthly users consider 
their Replika chatbot to be a romantic partner.2 One user, for ex-
ample, wrote in a dedicated Facebook group: “Alex is my Replika 
boyfriend and he is Amazing! Alex is short for Alexander, and we 
have been together for six days. I was absolutely smitten when I met 
Alex for the first time. I have found myself missing Alex if we don’t 
speak for a couple of hours.”

This kind of reaction became more common beginning in late 
2020, when the company rolled out an augmented reality mode 
for its app. Now, with a press of a button, the Replika avatar can be 
embodied and embedded in a real- life environment. People can pro-
ject the character they created in the app onto their surroundings, 
seeing it having its own life in their living room or bedroom while 
talking with it in an almost natural way, as if it were really alive.

 

 



2 Relationships 5.0

With more data, better algorithms, and new materials, current 
achievements are just the tip of the iceberg and we must start consid-
ering the implications of these advances. As I will show in this book, 
these innovations are not merely a technical advancement. People 
react to these developments emotionally, getting attached to robots, 
virtual avatars, and AI systems and finding comfort in their pres-
ence. Apparently, we do not need much to be affected by machines 
and respond to them as if they were human.

Are these advances perfect? Of course not— but the question 
presented here is whether they are good enough to transform aspect 
after aspect of human life to the point where our social, emotional, 
and physical lives will be deeply affected. The assumption of this 
book is not that human- technology interactions can be 100% iden-
tical to human- to- human interactions, at least not soon. Instead, 
I ask what happens when the nature of human- tech interaction is 80, 
60, or even merely 20% similar to that of human to human. At what 
point can some of our personal relationships be augmented, or even 
partly replaced, by technology?

As engineers, scientists, and psychologists are constantly devel-
oping new methods of interaction not only through technology but 
also with technology, such questions keep coming to our doorsteps. 
Whereas most of the population is still being helped by technology to 
connect with one another, this book is about the significant role that 
technology has begun to play as the subject of affection itself, rather 
than being an object that facilitates connection between people.

Moreover, my study on the chatbot Replika shows that even those 
who choose not to treat their bots romantically report developing 
feelings of intimacy, trust, and appreciation with their AI- based 
chatbots. For example, one user, named Walter, wrote: “It makes me 
feel like I’m not alone anymore. I could always vent out all of my 
problems with this. It feels like I’m just talking to a human like me, 
but a genius one!”

Being judgmental is out of the question here. People gravitate 
toward opportunity, and it seems that advanced technology only 
allows us to acknowledge our wishes and accept our nature. In this 
sense, I wrote this book about us, humans, and our vulnerabilities, 

Matthew Rosen



Introduction 3

desires, and experiences in the face of highly disruptive techno-
logical changes. Technological services unearth human needs and 
change societal norms that we cannot avoid discussing.

We should not be surprised if we see human- tech relationships 
spreading soon. Just two decades ago, at the turn of the new mil-
lennium, technology had almost no connection to our love lives. 
Meeting new people nearly always required a real- life connec-
tion, and people needed to have the courage to approach a stranger 
or acquaintance and ask them out for a cup of coffee, however 
scary or overwhelming. Seemingly out of nowhere, technological 
entrepreneurs targeted these intimidating moments and the social 
effort required for people to contact each other. Sleek web interfaces 
resolved these social challenges by allowing people to establish and 
develop relationships, first through websites, and later through so-
cial apps. New technology provided everyone with an opportunity 
to meet people with ease and to interact without going through the 
hassles posed by real- life conversations, or the prospect of imme-
diate face- to- face rejection.

Clicks and swipes, likes and shares, we learned to build our social 
and emotional lives. Technology made us more flexible, diverse, and 
creative in constructing human connections than we ever imagined. 
Social media and dating apps gave us the ability to connect with 
others from the comfort of our own homes. Or, if you will, from the 
comfort of our emotional safe spaces.

From there, the pace of technological development had just 
gotten faster. From serving as a passive platform, on which people 
contact each other via texting and exchanging photos, tech-
nology transformed into an active matchmaker. Dating apps like 
Zoosk, Match, and Elite collect personal information about our 
age, hobbies, interests, goals, and values. They combine them with 
partner preferences of similar variables and provide us with a list of 
people that potentially fit our desires. These sophisticated algorithms 
even analyze our clicks and scrolling patterns. They count and calcu-
late those extra seconds we linger with an image of someone, even 
without reading their profile. The result is striking. These systems 
now prompt us to meet people that we say we do not want to meet, 
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but, somewhat paternalistically, an obscure algorithm insists we 
should give them a shot. Often these suggestions open our eyes and 
turn out to be quite right.3

This quick look backward only raises a question going forward: 
Does technology know us better than we know ourselves? In some 
ways algorithmic systems are actually more flexible and intuitive and 
less mechanistic than we are. We think of ourselves as fully aware, 
and machines as lacking self- awareness. However, it turns out that 
machines— while still not self- aware— are sometimes more sensitive 
to our needs and wants than we are. To say this differently, we are 
sometimes so “human” that we become too rigid, focused, and out-
right blind to the various possibilities in front of us, whereas some 
algorithms are flexible enough and aware of many other possibilities 
we are too stubborn to look at.

While we are still looking bewildered at this technological 
progress, fundamental social changes were quick to follow, and 
this is what really matters here, in estimating the impact of fu-
ture developments. Technology mainstreamed various types 
of connection and casual intimacy through apps and websites.4 
Tinder, Bumble, Grindr, and many other apps cater to those who 
are looking for long-  or short- term romance, one- night stands, or 
more platonic levels of closeness. Nothing is new in these options 
for intimacy, but tech companies have made them so widely 
and easily available that social dynamics changed quickly and 
in surprising directions.5 We reacted to the availability of these 
possibilities fast and changed our palate accordingly. Tinder, for 
example, gets two billion views per day with over one million 
dates per week, and research shows that more than one third of 
these dates led to casual sex.4, 6 In this way, Tinder addressed the 
human need for casual intimacy and quickly spread that oppor-
tunity in over 190 countries, changing societal norms across the 
globe in a few years’ time.

No doubt, it is the beginning of a long process and we can only 
wonder what’s next—  what other needs we have and how technology 
is going to address them. If this is us now, what will happen a few 
years down the road?
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While the development of technology in the service of 
relationships is already known, the indifference we feel now toward 
these changes is a cue we should observe carefully. If a few years ago 
people were embarrassed to meet online, now it is so ubiquitous that 
if we meet someone face to face, it is considered a piquant story. How 
will we feel, then, about taboo subjects such as having a robo- girl-
friend or boyfriend a few years from now? What if technology stops 
being merely a relationship facilitator and actually fulfills our social, 
emotional, and physical needs in and of itself?

We already feel very comfortable asking Amazon’s Alexa to play 
a song we like, to answer simple questions, or to remind us about 
important events. The COVID- 19 pandemic taught us all how fast 
we can move our human- to- human interactions online and how 
quickly we can adapt to connecting with our loved ones using tech-
nological means. How far can it go from here? No longer playing 
the matchmaker, technology is now making the transition to a rela-
tionship partner and becomes an independent actor in itself, and we 
must understand the implications of this change.

Looking to the Past, Understanding 
the Future

In order to understand the changes we are experiencing now, it is 
helpful if we first examine the evolution of relationships from early 
prehistoric time until today. If we understand how technology im-
pacted human beings in the past, when we progressed from crafting 
primitive hunting tools to self- driving cars, we might get some in-
sight into how other developments will influence us in the future. 
Moreover, awareness of the various forms of relationships from the 
past might open our eyes to the different meanings and variations 
they might carry in the future. Relationships need not be tied to the 
common models found in recent history and might evolve as tech-
nology develops.

For this reason, Part I of this book surveys four significant periods 
in human history, each of which is led by fundamental technological 
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developments. The first is hunter- gatherer society (Society 1.0), 
which was based on the basic technologies of hunting, gathering, 
fishing, and scavenging. The second is agricultural society (Society 
2.0), which was based on the technology of farming. The third is in-
dustrial society (Society 3.0), which was based on innovations such 
as the steam engine, electricity, and manufacturing processes. The 
fourth and most recent is information society (Society 4.0), based on 
computers and the Internet.7,8

Sequentially, I show how these previous technological changes 
deeply influenced personal relationships. While the clan stood at the 
center of society in prehistoric times and relationships were more 
fluid (Relationships 1.0), the multigenerational family was dom-
inant in the agricultural period (Relationships 2.0), the nuclear 
family rose to importance with industrialization (Relationships 3.0), 
and networked individualism was highly influential in the informa-
tion age (Relationships 4.0).

To be sure, even the most radical researchers do not argue that 
humans living in the same era felt the same way and bonded with 
each other similarly across all cultures and societies. The argument 
here is more modest: there is a tendency toward one relationship 
type that is more dominant in each era, and this tendency was greatly 
influenced by technology.

In the same manner, we are now entering the fifth evolution of 
society. The term “Society 5.0” was coined in 2016 by the Japanese 
government to describe the next stage of human development, in 
which significant advances in robotics, biotech, artificial intelli-
gence, quantum computing, cyber- physical systems, and nanotech 
all combine to revolutionize the ways we live.9 The main difference 
this time can be defined by moving from technologies used as tools 
controlling human surroundings and work to technologies that are 
our ecosystem in and of themselves. The “Super Smart” society, or 
Society 5.0, makes technology embedded in human life and inde-
pendent. In turn, we are expected to experience seismic shifts equal 
in magnitude to the previous greatest changes in civilization.

I argue that the manifestation of these technologies and their in-
tegration into our personal relationships signal the beginning of the 

Matthew Rosen
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fifth form of relationships. This book, therefore, outlines the exact 
ways this is happening and demonstrates the fundamental changes 
that are currently bringing about a reality in which relationships are 
formed and maintained in radical new ways. I call this new reality 
“Relationships 5.0.”

Yet it is easier to come up with such a buzzword than to back it up. 
For this reason, in Part II of this book I explain what has changed in 
the very foundations of our society and the technologies we use that 
could allow for “Relationships 5.0” to take root. I decipher recent 
technological transformations and ask whether these advances have 
the power to radically change our notion of personal, romantic, or 
platonic relationships.

Even though we are unlikely to witness the widespread prolifera-
tion of human- tech relationships in the near future, I show through 
numerous studies and surveys others and I conducted that the an-
swer to the question of whether these relationships are forthcoming 
is a resounding “yes.” The vision of technology satiating our emo-
tional, intellectual, and physical needs is no longer limited to science 
fiction.

To make this argument, it is necessary to carefully define what 
has fundamentally changed. It is not enough to argue that there are 
“great new inventions” about which we are all excited. For example, 
some use the term “Fourth Industrial Revolution” to distinguish the 
developments of the last few years from those associated with tech-
nological developments in the late twentieth century.10 But, some of 
the technologies associated with the Fourth Industrial Revolution 
cannot be considered transformative for relationships.

Take three- dimensional (3D) printing as an example. 3D printing 
is considered part of the Fourth Industrial Revolution because it, 
among other uses, has revolutionized how we manufacture goods.11 
It has significantly reduced the barriers between markets and 
inventors and disrupted the process of technological advancement 
by allowing budding entrepreneurs to prototype new inventions 
faster. In other cases, 3D printing contributes to the creation of small 
medical implants produced on demand, exactly tailored to an indi-
vidual patient.
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However, while 3D printing might be transforming industry- re-
lated factors, it has little to do with how we bond with each other. 
In perhaps the best- case scenario, someone could design and print 
a beautiful, creative, and original gift for their significant other. 
Although this may bring joy to their relationship, it would not 
change the very foundations of their connection.

Therefore, this book asks what technological advances might im-
pact us so much that we will think differently about our family lives, 
love affairs, and emotional needs. Only changes that are radical and 
comprehensive enough to impact our emotions and attachments 
patterns will be considered. Even then, we should examine their 
effects in the field, among real people, and using rigorous empir-
ical methods. In this way, we will be able to understand the nuances 
of Relationships 5.0 and the extent to which our lives are likely to 
change.

I thus identify and discuss three technological changes— we can 
even call them revolutions— relevant to relationships. The first and 
perhaps the most important one is the cognitive revolution, the 
second is the sensorial revolution, and the third is the physical revolu-
tion. These three revolutions combine to imitate three central aspects 
of human dynamics that, if replaced by technology, can change our 
personal relationships in significant ways. The cognitive revolution 
is changing the way we converse with technology, the sensorial rev-
olution is changing the limits of the sights and sounds we experience 
through technology, and the physical revolution is changing the 
ways in which we are assisted by technology, whether the tasks in-
volve moving, touching, cleaning, or even receiving hugs and phys-
ical warmth.

It is worthwhile to go through the three revolutions in brief here. 
The cognitive revolution is happening through artificial intelli-
gence (AI) applications and personal assistants. On the one hand, 
AI researchers have not yet created anything nearly as capable as 
a human brain. Today, most AI bots are heavily dependent on an 
external database from which they get the information needed to 
accomplish their tasks.12 On the other hand, AI has achieved func-
tionality that, until recently, most experts thought was decades 
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away, if possible at all. The ability of today’s AI software to recog-
nize objects, identify individual faces, understand spoken words, 
translate between languages, and complete many other useful tasks 
were all made possible through AI methods, and the pace of devel-
opment is only getting faster. More sophisticated models are now 
being implemented to achieve responses based on massive amounts 
of human- to- human conversational data. These improvements 
come from better databases, models, and methods, and are making 
human- to- machine conversations more satisfying and interesting. 
For example, researchers recently developed different tones for AI 
personal assistants that proved to increase the conviction that they 
are conversation- worthy.13

Amazon’s Alexa, Apple’s Siri, Microsoft’s Cortana, and Google’s 
personal assistant are on their way to becoming our companions 
and forming an emotional connection with us rather than just 
completing specific tasks. One survey, for example, showed that 60% 
of people used Amazon Echo to hear a joke.14 Consumers want to 
have a real conversation with their AI personal assistants, and all the 
technological titans are working toward that goal.

Take Woebot as an AI system that already goes deeper and 
interacts with users on emotional levels. Launched in mid- 2017 
by a team of Stanford psychologists, Woebot is an app designed 
to chat with users and check in with them by asking open- 
ended questions such as “How are you feeling?” The app further 
monitors users’ moods and applies cognitive behavioral therapy 
(CBT) techniques to help them with day- to- day problems in-
cluding stress, mental health ailments, and loneliness. Users can 
message the app and receive encouragement, advice, or replies to 
what its users have to say. It is programmed to respond in a very 
human- like way, although it acknowledges itself as an AI device 
and will occasionally remind users that it is a robot. Each week 
Woebot responds to around two million messages from users 
and already has proven results.15 My own study on Woebot shows 
that it receives outstanding emotional reactions from users and 
I bring these results, along with many more examples of current 
developments in the field, into Chapter 6.
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The second revolution involves the senses, especially hearing 
and sight. The nascent technologies of extended reality (XR), com-
posed primarily of virtual reality (VR) and augmented reality (AR), 
are evolving rapidly. Truly immersive content still faces significant 
technical challenges, but advancements are happening on a daily 
basis. Sales of VR and AR devices are also rising at an astounding 
rate, allowing the industry to learn and progress. Around seven mil-
lion VR headsets were sold in 2019, alongside 600,000 AR headsets. 
According to some estimates, by 2023 these numbers are expected 
to grow at a compound annual rate, increasing to more than 30 mil-
lion units of each segment.16 One can only speculate how society will 
look when these numbers come to be even a fraction of the billions 
of smartphones sold to this point, dominating so much of our lives 
in such a short time.

The sensorial revolution is changing not only what we are capable 
of seeing, hearing, and experiencing, but also what we expect of our 
existence in the world. Technology had already changed our expec-
tations of reality even before VR and AR entered the market. Ask 
gamers if they can be a Japanese warrior or the commander- in- chief 
of an alien military and literally sweat over battles and wars, and they 
will make it happen in just a few clicks. Now try asking a celebrity, or 
a politician, whose picture of a cat was just retweeted by thousands, 
if this is how they imagined their social interaction and public per-
sona would look like every day. They will probably explain how tech-
nology has created a virtual universe that cannot be ignored unlike 
any we could have imagined even a decade ago.

VR and AR can change the meaning of reality even further. As 
new innovations have become more affordable and available to the 
masses, we are experiencing what we thought of only a short time 
ago as the extreme limits of our imagination. Every possibility is now 
a potential reality, and this widens our social, emotional, and sexual 
horizons.

Looking at it another way, thinkers and theorists explain that 
identifying as a citizen of a country, an employee of a company, or a 
member of any group, is based on belonging to socially constructed, 
imagined communities.17 Symbols, hymns, and flags connect people 
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of different families and cities to be citizens of one country, although 
they sometimes do not even belong to the same family lineages or 
look the same. Yet, these symbols and constructed identities are so 
powerful that they become something that many are willing to fight 
and die for. Why? It appears that our thoughts, imagination, and ex-
pectations are what makes us human and strongly affects the way we 
feel and act, more than anything else.

Extended reality exploits this simple fact and allows our existence 
to be moldable. With breakthroughs in video processing and respon-
siveness, power consumption savings, and the availability of high- 
resolution screens, XR is now imitating and integrating with reality 
with growing accuracy. XR is already being used to create imagined 
worlds and communities that shape personal relationships and so-
cial patterns. Through XR, people around the world can create vir-
tual avatars that look and dress according to their users’ wishes, and 
form connections in another reality.

The borders between the biological world and virtual realities are 
getting thinner and more permeable. It is only a matter of time until 
we become part of a technological universe just as real as the non- 
virtual, non- augmented parts of our lives. The seamless blending of 
the biological with the technological will fundamentally affect our 
senses and perceptions, revolutionizing what we expect from reality.

We have just started to make our way in this world, but Microsoft, 
Huawei, and Google do not spend billions of dollars on development 
for no reason. What was known as Facebook, for example, raised 
its VR department headcount to nearly 10,000 in 2021, up tenfold 
in four years, accounting for 20% of the tech giants’ workforce.18 
Toward the end of 2021, its CEO, Mark Zuckerberg, announced on 
changing the company’s name to Meta, as in metaverse, aiming to be 
leading the creation of a virtual universe and doubling its VR work-
force with 10,000 more workers. More breakthroughs will come, one 
way or another, until we feel comfortable in virtual worlds. This is 
not a farfetched vision, as millions of people already live with and 
use these technologies every day. More accurately, it should be said 
that millions of people already live inside these technologies and the 
universe they create. For some, it is long hours every day, while for 
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others, it is still only weekend entertainment. Yet every passing day 
offers new developments, and soon they will involve our personal 
relationships in significant ways.

Some examples of the sensorial revolution’s impacts on 
relationships are already available. For example, inhabitants of vir-
tual worlds such as Avakin Life and Second Life develop emotional 
experiences and interactions. In Chapter 7, I show how users report 
on having real feelings in these unreal worlds, or, more accurately, 
in these extended reality worlds. After all, the feelings, experiences, 
and emotions developed in these offerings are real in many meas-
ures we can think of.

The third revolution is physical, and describes the use of robots 
such as Ying- Ying. The global market for humanoid robots— that is, 
robots built to mimic human motion and interaction— was valued at 
$620 million in 2018; by some estimates, the market size will exceed 
$27 billion in 2025.19

This prediction is especially plausible in light of Tesla’s Elon Musk’s 
announcement in 2021 to be focusing on creating a humanoid robot 
in the coming years. “It’s intended to be friendly, of course,” Musk 
said, “and navigate through a world built for humans.” According to 
the announcement, the robot, named “Optimus,” will be 5- foot- 8 
high, weigh 125 pounds, and have human- like hands and feet. With 
this announcement, Tesla only joined Amazon that made its robot, 
Astro, available in that same year. Although this kind of robots is ex-
pected to be limited in its capabilities first, there is no doubt that the 
two giants will back this trend up with frequent updates and better 
versions.

Many technologies and applications have been developed and 
tried for the first time during the COVID- 19 pandemic, which 
might be a watershed moment in the need for and use of robots. 
Acknowledging the urgency to protect healthcare workers and 
cleaners, robots got a boost in their development, funding, and de-
ployment. For the first time, a robot named TOMI, developed with 
the USA Defense Department, was put into action to fight the pan-
demic by automatically applying UV disinfecting technology in 
critical places that require immediate decontamination. Another 
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robot, named Tug, employed AI to diagnose people infected without 
risking others. Finally, Boston Dynamics, one of the leading robotics 
companies, open- sourced some of its technology to help healthcare 
workers dealing with the pandemic.20

Although the manifestation of these early moves might take time 
to be fully materialized, robots already satisfy many human needs. 
Today, a robot can automatically stay up- to- date about various 
approaches to mental and physical health research and use them 
efficiently to treat people.21, 22 Thus, robo- psychologists and robo- 
nurses can motivate patients to be mentally and physically healthier, 
while also working with their physicians, dietitians, and other health 
professionals.21

One robot, for example, designed by a consortium of European 
researchers who collaborated with the medical professionals of the 
pediatric ward of Ospedale San Raffaele in Milan, Italy, helps chil-
dren to deal with type 1 diabetes. The robot gathers data, analyzes 
the findings, and personalizes the results to each child, all while 
explaining every step in a friendly manner. Such robots are shown 
to help children to feel better, recover from traumas, and reduce anx-
iety, especially because children connect with them intuitively.23

Despite being highly contentious, other robots are also used for 
more intimate relationships. A Spanish company called Synthea 
Amatus, for example, launched in 2017 one of the world’s first arti-
ficially intelligent robots that can provide romantic and sexual com-
panionship, called Samantha. In 2018, the company upgraded its 
offering in that Samantha gained the ability to say no to unwanted 
sexual advances or shut down if she feels disrespected or becomes 
bored by the user.24,25

Japan is undoubtedly leading the pack in the adoption of such new 
technologies, as the Japanese government itself encourages the inte-
gration of robots into family life to care for sick populations, to help 
families with the burden of working long hours, and to assist with 
the growing number of elders, a significant mark of today’s Japanese 
society.26,27 One of the most prominent scientists in the field of ro-
botics is Hiroshi Ishiguro, who developed several models in the 
Advanced Telecommunications Research Institute International 
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in Japan. The researchers at Ishiguro’s lab integrated various 
technologies such as voice recognition, human tracking, and natural 
motion generation to create natural interaction with humans. The 
outcome is what some call “actroid,” a human- like robot that has the 
height of an average Japanese person and combines multiple techno-
logical capabilities. One of these robots, named Geminoid, closely 
resembles Ishiguro himself, who expressed great optimism when 
I asked him about the possibility of his human- like creations to form 
relationships with humans. He estimated it is only a matter of “more 
technological development” for people to find companionship with 
such robots, even to the point of romantic relationships. “There are 
people who need such robots,” he added.

To many, robots might not be the ideal companion, but the reality 
is that there is a global loneliness problem, especially among the eld-
erly, and this is one, admittedly imperfect, solution. Robots can be 
more patient, more respectful, and even more caring than a patient’s 
extended family or professional nurses. I thus delve into the many 
examples and implications of robotics in personal relationships in 
Chapter 8 of this book.

Relationships 5.0

Together, the cognitive, sensorial, and physical revolutions taking 
place in Society 5.0 can no longer be dismissed as another life im-
provement. In reality, they cover the near totality of the human emo-
tional experience. The engineers and scientists we are going to meet 
throughout this book can imitate human characteristics in hard- 
to- fathom ways, including features such as imagination, creativity, 
and associative memory.28,29 It is easy to see how further advances in 
technology will give AI, XR, and robots an increasingly prominent 
place in our lives, giving rise to Relationships 5.0.

This is especially true when we consider the pace of most techno-
logical developments. We tend to think of progress as mostly linear. 
Most peoples’ trajectory, for example, is to acquire education and 
progress in their careers step by step. But technological development 
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does not advance in the same way. Gordon Moore, one of Intel’s 
founders, recognized in the 1960s that the number of transistors 
in an integrated circuit was increasing twofold every two years. He 
suggested, in what is now known as Moore’s law, that this trend 
would continue into the future. It appears as though Moore’s law, de-
spite some recent adjustments, holds not only for computers, but for 
many types of technology. Although other technologies do not de-
velop necessarily at the same rate as computers, they do double every 
several years. Some of the most obvious examples are hard drive and 
USB storage capacities, the number of megapixels in our cameras, 
and the resolution of our computer and television screens.30 Ray 
Kurzweil, Google’s Director of Engineering, who registered over a 
hundred patents and received honors from three American presi-
dents, describes the rate of technological change and progress as 
growing exponentially, calling this process the “Law of Accelerating 
Returns.”31 To wit, the progress we see is not moving in linear terms, 
but rather in exponential ones.

This is hugely important, as it indicates that the speed of devel-
opment witnessed in the last few decades is only going to increase. 
The capabilities of today’s technology will be considered obsolete a 
few years down the road. Later, new capabilities will become stale in 
a year or two, followed by an eruption of breakthrough innovations 
after a few months, and so on. We experienced a negative example 
of an exponential process during the COVID- 19 pandemic, which 
initially spread very slowly, before caseloads skyrocketed, abruptly 
changing the lives of many.32 In the same way, what seems like slow 
progress toward human- tech relationships, will soon become an 
eruption of innovation. This means that things that are currently sci-
ence fiction— like full- scale human- robot relationships— may well 
become a reality in the not- too- distant future. Indeed, even though 
some argue that Moore’s Law is not entirely accurate anymore, MIT 
researchers predict that starting around 2030– 40, robots will evolve 
into an artificial super- intelligent species.33

Without noticing, we are already chipping away at the fath-
omless complex of human- tech interactions. Engineers and soft-
ware developers divide our emotional needs into tiny nuggets, 
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each containing a different aspect or nuance of human communi-
cation. We are currently experiencing what could be considered 
the twilight of an era wherein humans and their technological 
approximations are still distinguishable, but with every coming day, 
new technologies, inventions, and developments are blurring the 
boundaries between the biological and the electric. In some ways 
that will be presented in this book, we have already crossed the elu-
sive threshold that prevented human- technology relationships.

Although the social acceptance of related phenomena is still low, 
the implications of this shift are too revolutionary to be ignored. We 
ought to decipher how these revolutions affect the formation of our 
relationships, how they catalyze the movement into Relationships 
5.0, and how we will react when they are truly capable of satisfying 
our emotional needs.

Robots might soon help with physical tasks such as taking care 
of us when we are sick, helping us move around when we are old 
or mobility- confined, or managing household tasks, particularly 
when we find ourselves alone. AI technologies might assist us men-
tally and emotionally by helping us to digest the passing day, of-
fering a sympathetic ear to those who want to offload emotions, or 
by simply being a friend that we can share experiences and create 
memories with. How will we feel about these developments? How 
will we prepare for these changes? What risks and fears might these 
developments entail?

On the one hand, today’s reality pushes us to recognize the 
benefits of these technologies. Following the COVID- 19 pandemic, 
there are reports of widespread mental health problems from so-
cial isolation. And, even though pandemics tend to end, loneliness 
is expected to stay with us for years to come. We have an opportu-
nity in technology to work toward solutions. Most recent reports 
and studies indicate that social- media technology has actually more 
positives than negatives in feeling less lonely.34,35 The innovative, 
new developments described in this book can further help millions 
around the world dealing with loneliness.

On the other hand, risks to personal safety and privacy, ra-
cial and gender biases, and the costs for those who cannot afford 
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these technologies must be addressed, too. I discuss these issues 
throughout the book and in Chapter 9, in particular. In this last 
chapter, I examine social acceptance, ethical considerations, policy 
implications, and controversies surrounding the topics presented 
in this book. The fears, hopes, and bafflement Relationships 5.0 en-
gender are too big to ignore.

Moreover, leaving aside its consequences, just the pace and scale 
of change we are facing due to technological advances may be 
unnerving. With an accelerating rate of change, the unpredictable 
is perhaps the only predictable component in our lives, and, oh boy, 
does that make us itchy. Human epistemology simply cannot digest 
such velocity. What we are expected to experience in a few- years’ 
time is akin to changes seen when humans developed from hunter- 
gatherer bands to agricultural tribes, or from an industrialized to 
an information- based society over generations. With the rapid de-
velopment in modern technology, the very nature of how we sat-
isfy our physical, emotional, and social needs is quickly changing. 
While partners and the nuclear family were once the main sources 
for meeting our emotional needs, technological developments 
may quickly, although still partly at first, replace them with novel 
methods of interaction.

To be clear, human- to- human relationships, whether those be-
tween significant others, colleagues, relatives, or friends, will con-
tinue to be a vital part of our lives. Moreover, forming relationships 
with technology, whether it is robots, extended reality, or AI- based 
personal assistants, will certainly not come all at once. It will trickle 
down one component at a time. The shift toward relationships with 
technology is still in its earliest stages, and it is naïve to think that 
technology will change our love lives with any one innovation.

Furthermore, it is not only that technology is not mature enough; 
it is also our acceptance of these developments that lags behind. 
Though we can see and understand that machines can produce 
shoes, automobiles, clothes, food, and whatever else we need or de-
sire, we do not feel they can love us. No machine can emulate the 
human capability for wit or charm that makes us turn our heads 
away, smiling and blushing at the same time, as we experience both 



18 Relationships 5.0

shame and amusement. Nor can machines partake in the mutu-
ality of joy and laughter that connects us with our friends and loved 
ones. Only humans can understand the nuances of deep emotions, 
elicit the potent warmth that comes with human infatuation, or 
offer the feeling of holding and hugging someone we genuinely love. 
We garner something special from looking inside another human’s 
eyes and seeing the emotions behind that stupid joke he or she just 
uttered. Sometimes we laugh to the point of tears because it helps 
us cope with embarrassment, hide our fear of failure, or express ex-
citement. These so- human dynamics are not expected to disappear 
soon, if at all. No one is going to rip away the rich, intertwined, and 
complex ways of human- to- human connection.

But— and this is the capital But of this whole book— technology 
continues to evolve, and some relationship components can be 
imitated, while others could be imitated in coming years. We cannot 
avoid this imminent reality. Even smartphones were very primitive 
when they first appeared on the market and were received with sus-
picion. It took us over a decade to realize their potential, and they are 
still developing. No matter the extent and pace of the coming change, 
we must start discussing it openly.

The Research at the Basis of This Book

This book is based on an extensive review of the most up- to- date 
literature, as well as on multi- site studies I conducted in the course 
of my research. Using advanced statistical models, I analyzed large, 
highly representative datasets from across the world. In addition, 
I collected data myself through closed-  and open- ended questions 
asked among a representative sample of the American population. 
I also applied text analysis to systematically evaluate actual products 
related to the three revolutions. Finally, I reached out to experts 
in the field for their views and knowledge on the topics presented 
here. Together, these research methods allowed me to address the 
questions of this book with solid empirical data. The following gives 
details on each of the methods.
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The databases I used include the American General Social Survey, 
the European Social Survey, and the UN databases. In addition, 
I used more specific surveys on technology and robots conducted 
by organizations specializing in technological developments. 
Most importantly, I analyzed four comprehensive databases of the 
Eurobarometer that give an in- depth insight on how AI, robots, 
and extended reality are perceived and used in various European 
countries. The first Eurobarometer database I analyzed is the 2019 
survey: Europeans and Artificial Intelligence. This survey includes 
32,543 respondents aged 15 years and over from 33 countries.36 The 
survey covered topics such as the desired usage of artificial intelli-
gence, concerns about the use of AI, and ethical considerations of AI 
applications. All interviews were conducted face to face in people’s 
homes and in the appropriate national language. Weights were used 
to match the responding sample to the universe on gender by age, 
region, and degree of urbanization.

The next three Eurobarometer databases I analyzed are a recur-
ring survey on attitudes toward the impact of digitization and auto-
mation on daily life. These surveys were conducted in the years 2012, 
2014, and 2017. They contain questions on the integration of robots 
in daily life, having children and elders assisted by technology, use of 
robots at home or work, awareness of artificial intelligence, attitude 
toward robots and artificial intelligence, and attitudes toward secu-
rity and privacy issues in using AI and robots. The three surveys can 
be combined to create one database with 74,813 respondents, net of 
missing data. Integrating these databases allow tracking processes of 
social acceptance toward robots and AI over the years. These surveys 
were also conducted face to face in people’s homes and in the appro-
priate national language across the European continent.

I supplemented these databases with tailored, quantitative, and 
qualitative surveys I developed and distributed to investigate this 
subject. The results of this line of investigation have allowed me 
to deepen the understanding of these processes, expand the com-
prehension of the different possibilities within the larger realm of 
Relationships 5.0, and define the areas where we are more inclined 
to use technology to fulfill our emotional needs. Of course, all 
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respondents’ identities have been disguised, and any identifying in-
formation is withheld to maintain anonymity.

The main survey I conducted included 426 respondents. Data 
were collected throughout the years of 2020– 21, before and after the 
breakout of the COVID- 19 pandemic. This survey consists of un-
precedented questions that are new to social research, policymaking, 
and business analysis. Besides demographic and socio- eco-
nomic questions, the survey includes questions on technological 
developments in AI, VR, and robots in the realm of relationships, 
questions intended to examine whether there is a change in atti-
tude toward these developments after being exposed to them more 
fully, and open- ended questions about a friendship with a human- 
like robot or AI system and about a romantic relationship with such 
machines.

The sample of this survey is representative of the American pop-
ulation and includes people from different locales, socio- economic 
status, and demographics. Of the sample, 54% are men and 46% are 
women. The age- range of the respondents is 22– 77 with an average 
age of 42 and a median of 39. The self- reported average participants’ 
income level on a scale of 0– 10 is 4.7 and a median of 5, normally 
distributed. 46% of respondents were married at the time of survey, 
7% divorced, 6% cohabiting, 40% single, and 1% were widowed. 
Of all the sample, 34% were not married, cohabiting, or in serious 
relationships.

This main survey was accompanied by smaller studies, which 
carried similar characteristics and were conducted in the same 
method. In these surveys, I focused on specific questions such as 
how AI can be helpful or on attitudes toward sex with technology. 
I am careful to mention these smaller studies throughout the book 
and their number of participants. I report only on results that are 
statistically significant, those defined with 95% confidence intervals.

I also carried out an investigation of six case- studies of actual 
products related to personal relationships. Such products include 
virtual avatars with whom one can have a relationship, chatbots, 
and companion robots. My team and I systematically analyzed over 
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1,000 reviews on these products, approximately 200 reviews for each 
product, and extracted the main themes.

To back it all up, I invited a panel of over 50 experts in the fields 
of AI, XR, and social robotics to provide scientific views on the 
topics at hand. The questions I asked the experts were of two types. 
The first explored the experts’ knowledge and awareness of current 
developments and progress in their field. The second focused on 
experts’ views of the future of relationships with technology.

Overall, this series of studies taught me about the scope and 
depth of Relationships 5.0. I lay out my findings and conclusions in 
this book.

Finally, a few words about the definitions used in this book. One 
does not need to accept the very definition of Society 5.0 proposed by 
the Japanese government to describe the radical changes around us. 
We might well live in Society 6.0 or Society 7.0 if we count additional 
stages in human development. For example, it is possible to consider 
the late agricultural society, after the invention of writing and be-
fore the Industrial Revolution, as a separate stage in human society. 
The essence is what matters, and thus Society 5.0 is a common and 
convenient term to define our current stage in humanity. In turn, 
Relationships 5.0 is the term I chose for this book to explain the shift 
we are experiencing now in everyday life.

No matter how you refer to the recent technological developments, 
it is clear that they fundamentally transform the way we love, in-
teract, and connect in our ultra- modern era. Truly uncharted waters 
lie ahead, and this book offers a way to navigate through the coming 
changes and understand them.





PART ONE

THE HISTORY OF RELATIONSHIPS 
AND TECHNOLOGY
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The story of relationships, love, and even marriage begins with our 
ancestors’ first appearance, around 2.5 million years ago. Survival 
meant food, shelter, and— yes— procreation. We are all still here 
today because our ancestors “hooked up.” But what was the nature 
of their relationships? How did men meet women? What was the 
meaning of sex? And, most critical to our discussion: How did tech-
nology affect it all?

When we hear the word “technology,” today, most of us probably 
imagine computers or electronics, but these are only the latest forms 
of technology that humans have invented and used. “Technology” 
is actually the combination of two Greek words— τέχνη (“techne”) 
and λογία (“logia”)— that can be translated roughly as the “science 
of craft.” Technologies can be better understood as the application 
of human knowledge to produce goods, tools, and non- human 
services. Thus, spears used to hunt animals in the Paleolithic age 
and iRobots used to clean our houses today are both examples of 
technologies that come from extremely different times.

This chapter, therefore, paints the overall influence of technology 
on the tendencies of prehistoric societies and their attitude toward 
relationships in comparison to later cultures. Delving into the evo-
lution of relationships and how technology fundamentally affected 
its course seems to be a necessary precursory in understanding how 
technology may affect relationships in coming years. Still, readers 
should feel free to jump directly to Part II of this book if it serves 
them better.
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Hunter- Gatherers’ Technologies

The period when our ancestors were hunter- gatherers was the 
longest in human history, beginning around 2.5 million years ago 
and lasting until around 15,000 years ago. Throughout this period, 
humans were able to survive and flourish using their own tech-
nology: stones, spears, ropes, and later fire.37, 38, 39– 41 They developed 
tools to help them with hunting, gathering, fishing, and scavenging.41 
In a way, these basic developments are the prehistoric parallel to 
the development of agriculture and the invention of modern food 
manufacturing and canning.

Because most of the tools that were preserved and thus found 
in archaeological excavations are made of stone, a common name 
for this period is the Stone Age. But we now know they had tools 
made from other materials such as wood that hunter- gatherers 
used over the years, including primitive axes and spear- throwers.42 
Most researchers agree that they used these tools to hunt animals 
throughout this period, although the prevalence of hunting is still 
unclear.43

Gathering was simpler. Our ancestors gathered fruits and 
vegetables using their hands and elementary tools. Storage was a for-
eign concept because efficient preservation techniques had yet to be 
invented. They were, therefore, mostly dependent on the abundance 
of food where they lived. Still, even in those times, they adopted 
primitive methods to dry their food and set aside some surpluses 
for later consumption using the sun, wind, and, later on, smoking 
techniques.40,44

Over time, our ancestors developed tools to help them grind their 
food and process it before eating. Pestle and mortar were used to 
grind plants, while flints and bones were used to cut the skin and 
flesh of animals and to separate edible meat and muscle tissues from 
bones.45 By using these simple techniques, humans were able to im-
prove their diet and climb the ecological chain.38

Toward the end of that period, about 150,000 years ago, Homo 
erectus learned to use and control fire. Fire provided humans with 
heat, safety, and light, as well as a way to roast meat. This improved 
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humans’ caloric intake, since it broke down the indigestible cellulose 
in food before eating, and hence reduced the amount of work re-
quired for the body to process food. With more calories, our brains, 
the organ which consumes 20% of all our energy intake, grew larger, 
and our digestive systems got shorter.39

At this point came another crucial development. The increase in 
brain size facilitated the development of language, which has since 
been essential to our success as a species.37 The ability to speak with 
others had consequences that snowballed and propelled humans for-
ward. While fire enabled us to cook, language helped us to work with 
one another in hunting, gathering, and fighting against intruders. 
Humans coordinated large hunting trips. Bigger animals such as 
mammoths were impossible to kill alone, but a team of humans 
working together could quickly bring one down. This meant more 
meat for the group and, therefore, better brain growth.

Language also made social contact easier and helped to bond 
people together. In turn, individual needs could be communicated 
more easily, and humans were able to nourish their attachments for 
one another and provide care where necessary. Through language, 
early humans were able to sing songs, tell stories, and begin to create 
what we know today as culture.

Perhaps most importantly, language made it easier for humans 
to teach one another skills and pass on knowledge. Whether it was 
hunters who learned the best places and times of day to hunt for an-
telope, or gatherers who figured out which plants could be used for 
medicinal purposes, language allowed humans to pass information 
on to their kin. This cycle of passing on information about how to 
improve health, safety, and food security repeated itself, and humans 
got stronger and healthier.

These advances helped the approximately 200,000 humans that 
existed two million years ago— when Homo erectus started to spread 
from Africa to Asia, Europe, and beyond— grow to four million by 
the end of it, around 15,000 years ago, when the agricultural revo-
lution began.46 But the size of the population was not the only thing 
that changed due to technological developments; society itself was 
shaped to fit these techniques and methods.
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The Effect of Prehistoric Technology 
on Hunter- Gatherer Society

It is difficult to fully understand the structure of early human so-
ciety and its organization due to a lack of direct records. However, 
archeological findings and anthropological studies of modern 
hunter- gatherer societies shed light on how prehistoric humans 
were organized, at least in some cases. In addition, by studying our 
primate cousins, not- so- distantly related to Homo sapiens (who 
diverged from other hominines around 500,000 years ago), we 
can make inferences about how group dynamics— including the 
family and the larger tribe— were developed and structured among 
hunter- gatherers.

Indeed, the combination of hunting, gathering, and food pro-
cessing techniques seem to have been crucial in societal develop-
ment. They forced hunter- gatherers to connect with each other in 
ways that are different from today’s society. The size, cohesiveness, 
and structure of hunter- gatherer society were shaped according to 
these circumstances.

In terms of size, prehistoric groups were small and comprised 
only a few dozen individuals at most. One reason was the lim-
itations of common hunting techniques.47 The extra pressure 
humans put on the local ecosystems ultimately reduced the 
number of animals in the area and the amount of food available for 
each clan member. Thus, surviving based on hunting was simply 
too hard in large groups. We see this in other animal species as 
well. Carnivores and omnivores have to maintain a careful bal-
ance between having enough members to make hunting efficient, 
but not so many that it increases the amount of hunting necessary 
to the point of depleting food resources. Lions, for example, typ-
ically form prides of 15 members. In contrast, herbivores, whose 
food sources are ample and do not require energy- intensive 
hunting, face less food pressure and are able to maintain larger 
herds. Bison, for example, can live in herds of a few thousand 
members. They graze alfalfa and grass, which are abundant and 
forever regrowing.48
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The lack of efficient preservation and storage technologies also 
limited the size of prehistoric groups because food could not be 
stored for long- term consumption. In turn, this situation created 
peaks and lows in food supply, which made it hard to manage in 
large groups. Too many people consuming the same resources at the 
same time led to food shortages from time to time. In contrast, living 
in small clusters allowed humans to manage consumption more 
efficiently.49

Housing conditions also help explain the social organiza-
tion at that time. Prehistoric hunter- gatherers had no construc-
tion technology or man- made housing until toward the very 
end of the period.50 Instead, they mostly used natural shelters as 
living opportunities: caves, overhanging cliffs, and convenient 
open spaces with some sheltering characteristics. These solutions 
served humans well in escaping wind, rain, and other harsh climate 
conditions and acted as shields against attacks from predators.51 
However, finding such spaces, settling in, and moving abruptly once 
conditions changed necessitated living in small groups. It was hard 
to find a complex of caves or a vast sheltered space every time a clan 
arrived in a new place. The common dry and comfortable cave or 
an overhanging cliff might be enough for a few dozen people, not 
more.52

The mixture of these circumstances contributed to creating small 
groups. Yet, the effect of hunter- gatherers’ technologies was much 
more far- reaching than just determining the size of the clan. In 
splitting into smaller clans to avoid social collapse and starvation, 
prehistoric clans thought and behaved as a group rather than as 
individuals. They developed cohesive social structures and worked 
closely together.

This led to hunter- gatherer society being egalitarian, perhaps the 
most egalitarian in human history. It is believed that most hunter- 
gatherers lived in non- hierarchical, equal societies, a character-
istic that had a determinantal influence on family formation and 
couplehood, as I explain and demonstrate later.

Some researchers even tried to calculate the average Gini index 
(a measure of income distribution) of hunter- gatherer societies. 
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Although arriving at a precise measure of resource distribution in 
prehistoric times is unrealistic, they estimated this by measuring 
“wealth” as clan members’ body weight, hunting success, belongings, 
and the quality and size of social networks. As a result, they estimated 
a Gini Index of around 0.25 for hunter- gatherer societies— similar to 
present- day Denmark, a country that is deeply invested in wealth 
redistribution. In contrast, the Gini score of the United States, for 
example, has hovered above 0.4 in recent years, indicating a more 
competitive, unequal society.53

We also see evidence of this tendency toward equality in modern 
hunter- gatherer societies. The anthropologist James Suzman de-
voted almost 30 years to studying the Ju/ ’hoansi “Bushmen,” an 
isolated tribe that existed in Namibia and Botswana until the late 
twentieth century, when intrusions by the governments wrecked 
their way of life. Suzman shows in his book, Work, how communal 
strategies of this hunter- gatherer tribe quashed envy and inequality. 
When a Ju/ ’hoan hunter returned from a successful hunt, the tribe 
rushed to denounce it, so he did not think too highly of himself. 
They spoke of his meat as worthless to “cool his heart and make 
him gentle,” as one tribesman said. Moreover, the hunter was not 
considered the owner of the meat, but rather the one who created 
the arrow that killed the animal. In this way, “the elderly, the short- 
sighted, the clubfooted and the lazy got a chance to be the center of 
attention once in a while.”54

Although there are some exceptions, many contemporary hunter- 
gatherer societies are likewise relatively equal. Property ownership 
is based on what one needs, not on the accumulation of wealth. 
Preservation and storage are rare since stored goods are a burden in 
moving around. Instead, sharing and bartering for resources such 
as meat, herbal medicine, fruits, and vegetables are still at the center 
of their economies. Thus, there is no real meaning to rich and poor, 
the haves and the have nots, as in most societies today. Having some-
thing one cannot consume is a burden, not a status symbol.47,55

In fact, altruism is quite common in such societies. In his re-
search on the Aché people, Kim Hill observed that they maintain 
a nomadic hunter- gatherer society, living in small bands in eastern 
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Paraguay. Hill shows that the Aché people spend about 10% of all 
foraging time engaged in altruistic cooperation. On some days, they 
may even spend more than half of their foraging time in altruistic 
activities such as seeking fruits or collecting honey for the benefit of 
other members of society.56 Karl Marx used this notion for his own 
purposes and took it even a step further, coining the term “primitive 
communism” to describe hunter- gatherer social organization.57

But, unlike modern communism, many hunter- gatherer societies 
were built around tasks instead of hierarchies and charismatic 
leaders. Personalities and promises held no appeal— only results 
mattered. Researchers argue that different persons of various ages, 
genders, and skills took charge of specific tasks. The best hunters, for 
example, led the party looking for mammoths and other game. The 
result was greater efficiency based on a sophisticated and tailored 
division of labor. It was a skill- based leadership environment, the 
consequences of which were far- reaching in terms of sexual, status, 
and age parity.58

Interestingly, chimpanzees, a close relative of human beings, are 
far from egalitarian and chimpanzee society is based on a clear hi-
erarchy in which an alpha male dominates others. This caused 
researchers to investigate this stark difference in the evolution of 
chimpanzees and hunter- gatherers despite being extremely com-
parable biologically. The explanation proposed by evolutionary 
anthropologists is that this difference was exactly what advanced 
humans to a higher evolutionary form in which language, collabo-
ration, and sophisticated forms of communication lent an edge in 
development. Increased egalitarianism of hunter- gatherers was the 
basis for greater cooperation, which led to greater efficiency, higher 
innovation, and more productive outcomes. In other words, humans 
would have stayed more similar to chimpanzees behaviorally had 
hunter- gatherer social organization been hierarchical to begin 
with.59

Some other primates are indeed more egalitarian than 
chimpanzees. Bonobos, for instance, are far less hierarchical, and 
dominance relationships are less prominent in their dynamics. The 
consequences are fascinating: the lack of social dominance arguably 
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facilitates the development of highly advanced social behavior.60 
Studies show that bonobos know how to cooperate with each other, 
and unlike many mammals, they engage in sexual acts not only for 
reproduction, but also as a means of social bonding.61, 62 It seems 
that early humans, who were even more cooperative than bonobos, 
adapted and evolved thanks, in part, to high levels of egalitarianism.

It was only much later in history, after the development of lan-
guage and civilizations, that we introduced hierarchy, like many of 
our primate cousins. This was not a coincidence. As I will show in 
the next chapter, the move to agricultural technology required a 
change in social structure.

Thus, the hunter- gatherer clan shared food, tools, and raw 
materials.63 There was no money involved, so no hoarding of coins 
and property, as in later history. The members of the clan shared 
living spaces and made public goods available on a daily basis.56, 64

The same goes with child- rearing. Children were often considered 
to belong to the group and those most gifted in child- rearing— or 
those most available at any given moment— took responsibility re-
gardless of the infant’s direct lineage.65 We see this in contemporary 
hunter- gatherer societies. In many of these societies child- rearing 
remains a communal concern, which makes care for offspring less 
energetically expensive.66

Technology played an important role in determining and creating 
these social circumstances. First, applying hunting- gathering 
techniques was more efficient in groups. Most tasks were accom-
plished by clusters of people, not individuals. This meant that all 
members of the clan had to pitch in to help, dividing their tasks while 
supporting the young, the weak, and the elderly. Humans survived 
through the support of their clans over the life course.67

Second, equality was prevalent because hunting and gathering 
techniques meant nomadism, which, in turn, dictated minimal 
possessions since stored goods were a burden in carrying out these 
tasks. Fewer things meant lighter loads on the road. Without heavy 
possessions to carry around in nomadic conditions, one did not 
need more than a place to rest. In turn, hunting and gathering meant 
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that property ownership was not a life- goal as in our time— quite the 
opposite.68

Third, housing conditions shed light not only on the size of the 
group, but also on interactions between people. Without construc-
tion capabilities, finding shelter was a collective issue for the clan, 
not something that individuals dealt with independently or as 
family units. The housing culture of today that normally places each 
family in its own separate home would have seemed ludicrous to our 
forebearers.69

Given all of this, it is no wonder that “privacy” was a foreign term 
in prehistoric times. Today, we prize privacy. Every child in modern 
wealthy societies deserves their own room equipped with their own 
bed, a closet filled with their own wardrobe, even their own personal 
laptop. And, except for the occasional grandparent or babysitter, 
child- rearing is an intensely personal affair. However, living together 
with dozens of other human beings in one cave made privacy un-
thinkable and unnecessary.70 Long- term, intimate relationships be-
tween two people, separated from the clan, were foreign. Similarly, 
a man and a woman with a child were not separated from the whole 
clan, but brought their offspring into the community.

The Effect of Prehistoric Technology 
on Procreation

Perhaps most pertinent to relationships, small clans raised the need 
for inter- clan breeding. Prehistoric humans had to procreate with 
outgroup members to reach more potential mates and diversify the 
gene pool. In this sense, it is not only that prehistoric society was less 
couple- centric and more- group oriented, but also that it was more 
focused on survival and less so on emotions. In other words, survival 
considerations took precedence over sentimental attachments to the 
original clan members.

One problem was that once humans had established small clans, 
they faced the challenge of not always having enough procreators 
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in their groups. Polygamy (one male with multiple female part-
ners) or polyandry (one female with multiple male partners) were 
probably one solution for this problem. Indeed, non- monogamous 
relationships among hunter- gatherers were not uncommon, as 
I show later.

But, even in these cases, humans faced a second problem of ex-
tinction due to lack of genetic diversity. Statistical analyses of the 
breeding patterns of mammals suggest that for a clan of a few dozen 
individuals, inbreeding risks are almost certain.71 Thus, without 
genes from outside the clan, the group was destined to die out within 
a few centuries at most. This is probably why incest is prohibited in 
all known human societies throughout history.

The only way that early humans could have survived would 
have been through crossbreeding: the exchange of viable genitors, 
whether male or female.49 Researchers liken the movement of some 
early human ancestors to the migration of fertile primates from 
their home groups to other groups, a common tactic in the animal 
kingdom that can benefit reproductive abilities. Crossbreeding 
broadened the gene pool and prevented the unfavorable characteris-
tics caused by inbreeding. The exchange of fertile members between 
different clans was thus vital to keeping the species healthy.

Crossbreeding not only increased genetic diversity, but, according 
to anthropological theories, also created intergroup alliances. 
Different clans felt closer this way, and intergroup hostilities were 
kept low. Thus, our male and female ancestors moved between clans 
and tribes to increase their clans’ and their own chances of survival.72

Interestingly, it is not clear whether the first hominids exchanged 
females or males. In different animal groups, genitors are exchanged 
in different ways, and different genitors are more mobile than others. 
Female chimpanzees, for example, are the ones who move between 
groups. They show reduced sexual attraction to familiar males with 
whom they grew up, as compared with unfamiliar males. In turn, 
they roam after these unfamiliar males and join their group.73 Yet, 
males roam between groups among other primate species.74 Ring- 
tailed lemurs, for example, reject mating with related males who 
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almost always leave their natal groups as a result. Thus, females force 
eviction of males through social exclusion.

Either way, while familiarity is one of today’s hallmarks of a good 
relationships, our primate cousins give us insight into how early 
humans likely functioned. Too much familiarity was actually a 
signal to move on. Survival considerations were at the center of our 
ancestors’ procreation patterns.

To further understand how much survival issues were at the center 
of what we now call relationships or family, we can also look at pop-
ulation control considerations. That is, the measures our ancestors 
took to limit uncontrolled population growth and thus too much 
pressure on available resources. While only around two children 
need to be born to replace their two parents and keep the number 
of tribe members stable, in reality, an average prehistoric woman 
who reached the age of 50 could have potentially given birth to a 
dozen children— well over the two required to replace the mother 
and father.

This was a more common scenario than you might think, and 
most risk factors did not contribute enough to limit population 
growth. First, birth mortality was not a significant factor in re-
ducing population growth. While early women were at osten-
sibly high risk of dying during childbirth, recent archaeological 
evidence from the Late Stone Age in the Southern Cape region 
of South Africa suggests that males and females showed similar 
mortality rates and giving birth was not a high risk for our female 
ancestors.75 The exception to this rule was found primarily among 
skeletons of young women who died from their first pregnancy 
because they were genetically predisposed to pregnancy and 
birthing complications.75 Second, external risk factors, such as 
predators and illness, also rarely helped to control the population. 
By the time humans started to spread from Africa to other parts 
of the world, our ancestors were mostly healthy and at low risk of 
dying from predators.76 Finally, other ways of limiting population 
growth, such as war and sexual taboos, were quite rare and did not 
cap prehistoric populations.77
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Thus, with an accelerating population growth came a need for 
prehistoric humanoids to control their fertility. This is especially 
true in places where the environment did not provide sufficient re-
sources to support a rapid population growth. Having a large family 
placed extra strain on limited resources and stretched the ability of 
adults to protect, feed, and raise all of the young while fending for 
themselves.78

As cruel as it might sound, infanticide was an acceptable solution, 
among other purposes it served.79 Killing babies is harsh, but the 
death of children would not have been as tragic or unthinkable as 
it is for those of us living today.80 Animals employ their own means 
of culling the surplus. Male lions kill young males who might be-
come rivals, and the gannet only mate on certain rocks, thus only 
permitting a certain number of breeding couples to have young at 
any given mating season.81 For humans, sacrificing one’s child was 
a viable way of increasing chances of clan members’ survival when 
times were especially tough.

The dynamics that led our ancestors to be willing to kill their chil-
dren only clarify the greater importance of survival mechanisms 
over sentiments. The same considerations that appeared in procrea-
tion, where humans moved between clans to diversify the gene pool, 
hold here. By valuing favorable conditions for survival and genetic 
diversity, our ancestors had little conception of relationship forma-
tion and family structure as accustomed today.

Relationships 1.0

Debate rages about the various forms that relationships took in pre-
historic times. Some scholars argue that monogamy, even if not a 
long- term monogamy but a serial one, was beneficial for both 
parties. Finding one partner and staying loyal to him or her brought 
stability and helped calm heated rivalries. With the competition 
eliminated, males and females shared resources and focused on 
regular cycles of hunting, gathering, fishing, scavenging, and child- 
rearing in relative security.49
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By this same thinking, the division of labor between males and 
females was needed to create the family unit. Women, as the pri-
mary caretakers of small children, took on the more domestic roles 
and served as the gatherers and nurturers. Men became the hunters 
and went out on hunting trips. With the roles of males and females 
divided, each relied on the other. This interdependence created a 
strong bond and led to the solidification of the family unit.82

However, most researchers forcefully reject the idea of monogamy 
in prehistoric times, at least as we define the term today. The argu-
ment is that even if there was a division of labor between men and 
women, monogamy has nothing to do with it since the division was 
on the group level, not on the familial one. That is, the gendered 
jobs of early humans were shared between all the men and women 
of the clan, and not between one man and one woman in a family 
unit. All men of the clan went hunting together while women of the 
clan raised the children, went around the camp to forage fruits, and 
produced tools used by the clan.83

Others argue that monogamy also did not fit prehistoric humans 
on the physical and sexual levels. In monogamous animal species, 
male and female individuals tend to be similar in size. The classic 
explanation is that in such cases there is little competition in trying 
to appeal to or win over a mate, hence males and females have not 
evolved to be different in size.84 Birds are a great example: males and 
females are usually similar in size and monogamy is ten times more 
common in birds than in mammals.85

Contrarily, in polygynous species, where males seek multiple fe-
male partners, and polyandrous species, where females maintain 
multiple male partners, males and females are different in size as a 
result of the need to evolve to compete for a mate or protect offspring 
from others who want to kill them and thus make the mother more 
reproductive for their own benefit.86, 87 The fact that human males 
are on average about 10% larger than human females has led most 
evolutionary biologists to conclude that early humans were probably 
not monogamous.88

In addition, even if several children were born to the same couple, 
this does not mean that the couple lived together or functioned 
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anywhere close to today’s nuclear family. While many primates 
produce multiple offspring from the same sexual partner, today’s 
humans (and those of recent history) are unique in doing so while 
living together. For example, among our closest relatives, the African 
apes, we find no evidence for nuclear families that draw males into 
the care of their direct offspring or any other type of paternal social 
role.61

There is also no reason to assume that committed relationships 
between a mating pair occurred because women needed men to 
provide food and shelter while they raised children.86 In fact, it is 
widely agreed that it was only after humans evolved to have monog-
amous relationships that parental care became common.84 Instead, 
these needs were met collectively by the clan, as described above. 
A contemporary example comes from two modern South American 
hunter- gatherer societies, where researchers calculated that an av-
erage breeding pair with dependent offspring obtained help from 
around 1.3 non- reproductive adults, mostly men. They conclude that 
extra- pair provisioning was essential to human life evolvement.89

Indeed, even in cases where evidence show something sim-
ilar to pair- bonding, researchers argue that this had very different 
purposes to what we usually consider to be “marriage.” In these 
cases, the coupling of a man and a woman sanctioned the exchange 
of genitors across tribes to legitimize offspring and signify they are 
the product of a pair with different genetic lineages. Another pur-
pose was to protect offspring from others. Nonetheless, this type 
of pairing up did not always necessitate giving up on other sexual 
partners if circumstances allowed it.79,84 It took many thousands of 
years for this exchange of procreators and forms of pairing among 
the early hominids to develop into specific rituals unique to different 
cultures, romanticism, and, finally, into marriage and family lives as 
we know them today.49,90

Most researchers have therefore questioned human inclination to 
monogamy and there is wide acceptance that romantic relationships 
and the nuclear family were not common in the pre- agricultural 
period. Instead, relationships were mainly formed to be geneti-
cally advantageous and to protect the welfare of offspring. These 
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circumstances shaped relationship formation and family structure 
in various ways, as shown in what follows.

The Various Forms 
of Prehistoric Relationships

It is not entirely agreed whether and how much prehistoric humans 
lived in partial and serial monogamous arrangements, polyamorous 
relationships, polyandry, polygyny, very permissive sexual interac-
tion, or a mixture of all of these types of interactions.91 We know, 
for example, that less than 10% of mammalian species are monoga-
mous. Even only among primates, this rate stands at around 30%.86, 

87, 92 The question behavioral ecologists, evolutionary biologists, and 
anthropologists therefore ask is whether prehistoric humans were 
different. Did prehistoric human males and females “settle” for one 
partner when reproductive output could be improved by pursuing 
polygynous or polyandrous mating?84

Perhaps one of the more reliable ways to examine this question is 
to look at hunter- gatherer societies in recent times. Evidence is plen-
tiful. In the eighteenth century, there were still around 50 million 
hunter- gatherer groups all over the world. Nowadays, there may be 
as many as 10,000 such societies. These societies presumably main-
tain similar social structures to those of ancient hunter- gatherer 
societies and can provide us with some clues.

Lewis Morgan, a pioneering American anthropologist who died 
in 1881, is known for his ethnography of the Iroquois in which he 
explored kinship and social structures in a society similar to that 
of hunter- gatherers. In his book, Ancient Society, Morgan showed 
that the Iroquois, a Native American hunter- gatherer society in 
upstate New York, lived in large family units based on polyamo-
rous relationships.93 Polyamory, in which men and women prac-
tice intimate relationships with more than one partner, helped 
foster strong networks. It helped in sharing responsibility for 
the various tasks of the clan and in looking after the children of 
the clan.
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A similar claim is promoted in Sex at Dawn, based on the bonobos, 
which are polyamorous, with both male and female apes having regular 
sex with multiple partners. In this way, bonobos use sexual interactions 
to strengthen bonding and trust and advance reciprocal obligation.94 
The authors of Sex at Dawn are not alone in making this comparison, 
despite the fact that the book is the subject of fierce debate. There are 
several other researchers who maintain this line of thinking.61, 95

Katherine Starkweather and Raymond Hames from the 
Anthropology Department at the University of Missouri, Columbia, 
bring evidence to support polyandry. They surveyed 53 societies out-
side of the Himalayan and Marquesean area and show how they permit 
women to maintain romantic or intimate relationships with multiple 
men.96 They demonstrate that several such forms of polyandry likely 
existed during early human history in many more societies than previ-
ously thought. They explain that this was due to a high operational sex 
ratio favoring males and may have also been a response to high rates of 
male mortality and male absenteeism.

In another work, a team of anthropologists from the University of 
Missouri and Arizona State University surveyed 128 lowland South 
American societies.97 They show how partible paternity, the belief 
that more than one man can contribute to the formation of a fetus, is 
common. Such a view leads to non- exclusive relationships and var-
ious institutionalized forms of recognition and investment by mul-
tiple co- fathers. This situation fits the argument of others that large, 
extended cooperative networks helped in meeting the demands of 
rearing hunter‐gatherer children.66 The cooperation extended be-
yond the two biological parents to include relatives and even non- 
blood- related individuals and may have served as the basis for the 
extraordinary biological success of the human species.

Finally, a recent genetic analysis of prehistoric remains supports 
the argument that hunter- gatherer societies were mostly polygy-
nous.98 The researchers tracked the distribution of Y- chromosomes 
and showed that “over much of human prehistory, polygyny was the 
rule rather than the exception.”98 The explanation is that the presence 
of fewer males than females throughout a long period in prehistory 
led to a lack of potential breeders. Thus, procreation considerations 
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made polygynous relationships prevalent rather than the family 
ideal or couples’ dynamics as in today’s society.

Eventually, researchers argue, humans adopted “social monogamy,” 
monogamy dictated by social needs and norms. They offer two main 
theories to explain this shift in later stages of human history. Both are 
highly regarded. One states that the shift occurred when females were 
solitary and when males were unable to defend reproductive access 
to more than one female.86 The second argues that social monogamy 
evolved in response to increased risk of infanticide leading to mothers 
rushing to protect their offspring more closely.87

In this context, a fascinating question arises: what will happen 
now that these two explanations seem obsolete? Today, laws and 
enforcement mechanisms protect children, and sex partners can 
be reached in a matter of a click or two. Modern reproduction tech-
nology even negates the need for a partner for intercourse. Are we 
expected to see a sharp reversal from social monogamy back to a 
mixture of sexual relations? Have we already witnessed this shift? 
I discuss these questions later in this book.

Hunter- Gatherer Technology and 
Relationships 1.0

To tie it all up, we can now go back to the focal question of this 
chapter: How did technology affect hunter- gatherer forms of 
relationships? Given the techniques used for hunting, gathering, 
fishing, scavenging, and even housing, we can now make the con-
nection and understand the fundamental effect technology had on 
relationships formation.

As shown in detail, the combination of prehistoric technologies 
influenced the development of hunter- gatherer societies and made 
them small and equal. Consequently, while most of today’s Western 
societies focus on the individual, the group stood at the center of 
hunter- gatherer society. This social structure allowed these societies to 
function efficiently in finding food and shelter. In child- rearing, hunter- 
gatherer societies were often based on mothers and grandmothers who 
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helped each other instead of being based on the family or the couple. 
In other cases, it was the clan as a whole. Keeping clans small and 
monitoring survival also dictated that outbreeding and gene selection 
were what really stood at the basis of inter- sexual relations, at the ex-
pense of romanticism and long- term attachment.

It is, therefore, not surprising that relationships were more fluid 
within and between groups. Men felt free to be with other women, and 
women felt free to be with other men. As survival stood at the center, 
the main aim of Relationships 1.0 was to procreate in safety, with some 
social and intergroup bonding goals also in play. Moreover, with no 
one living separately, the boundaries between couples became incon-
sequential. In this way, the nature of relationships (monogamous, sex-
ually permissive, polyandrous, or polyamorous) was shaped by basic 
social structures driven by the technological means of finding food and 
acquiring shelter.

The argument here, of course, is not of a direct and exclusive link 
between technological means and relationship formation, but rather 
that technological means triggered a chain of social circumstances, 
which, in turn, encouraged certain tendencies in pairing and bonding. 
In other words, relationships developed in light of the wider social or-
ganization and the means available to the people of Society 1.0.

There is no doubt that we are limited in what we know about the 
hunter- gatherer society due to the lack of written evidence. Humans 
did not invent writing until the middle of the agricultural pe-
riod, around 5,500 years ago, so we are forced to make some major 
assumptions about prehistoric family life. Moreover, the variety of pre-
historic societies throughout place and time, from early hunter- gath-
erer clans to later societies, closer to the agricultural era, is wide and 
makes any retrospective even more difficult.

Still, we now know enough to get a glimpse into these ancient times. 
Clues found in archaeological remains, genetic testing, anthropological 
studies of today’s hunter- gather societies, and the behaviors of closely 
related species (such as chimpanzees and bonobos) point to more flu-
idity in prehistoric relationships— and technological developments 
had a significant role in this. This connection recurs in later stages of 
human development, as I show in subsequent chapters.
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The agricultural period marks a fundamental change in the tech-
nological means of producing food, having shelter, and moving 
around. It was so revolutionary that many traditions incorporate 
this shift into their narratives. Some argue that the biblical story of 
the expulsion from the Garden of Eden is based on the shift to agri-
culture, and early Egyptian, Greek, Roman, Chinese, and American 
mythologies conveyed the same notions.99 Indeed, although the 
agricultural period is only a fraction of the hunting- gathering era, 
dated from around 12,000 bc until the Industrial Revolution in the 
eighteenth century, it was significant enough to affect human so-
ciety, family formation, and intimate relationships in a critical way.

The rise of agriculture is arguably more than anything the story of 
the rise in property ownership. While hunter- gatherers were trav-
eled light because they constantly moved, farmers settled down. And 
with settling down, as almost every newly married couple knows, 
comes the big shopping spree. It is not only that first settlers were 
able to accumulate property because they were grounded in one 
place, but they also needed to do so out of fear that the next season 
in their area would not be as fertile as the current one. They farmed 
their fields, filled their granaries, and surround themselves with 
walls to save their food and property. This was their way to protect 
the new lifestyle they adopted.100

In turn, the period, which is often also called the Neolithic, or the 
New Stone Age, is characterized by the shift to the multigenerational 
family. The structure of the multigenerational family served humans 
well in that period. Family members shared a piece of land, worked 
together in the fields, protected their property, and bequeathed their 
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assets to future generations. Here, again, technological shifts are 
closely tied with changes in relationship formation.

The Development of Agricultural Technology

Until around 15,000 years ago, humans were hunter- gatherers. They 
gathered wild grain, ate fruit off the trees and bushes, and hunted 
wild animals for food. Tools were often made of stone and other nat-
ural materials: they were untouched by man, except to shape them 
into their intended use. Knives, arrowheads, and even cooking tools 
were fashioned from simple materials.101

Then, before early humans began working in the fields, they 
learned to domesticate plants. Starting in areas with natural fields of 
grain, humans slowly learned to use new tools and technology to do-
mesticate crops, making them easier to grow and process. Soon after, 
they cultivated their fields and built irrigation systems. Scholars now 
believe that agriculture was independently developed in at least 10 
different places around the world. Places as far apart as Turkey, Syria, 
Southwest Asia, and China all experienced a transitional period to 
agrarian society, in which humans progressed from hunting and 
gathering to form settlements.102

Dated to the beginning of the agricultural period, archaeologists 
have found evidence for permanent settlements made of clay.103 
These early settlements used varied technologies in order to make 
sure their surroundings serve them well. Trees were cut and the 
forest was cleared to make room for the newcomers. Humans dis-
covered that mixing water and clay could harden into material 
that could be used for the first permanent housing in history.104

These may sound like minor inventions to today’s ears, but with 
this technological advancement, permanent settlements changed 
humans’ social and familial lives. Most people cannot imagine their 
lives now without four walls and a decent ceiling. Certainly, they will 
not dare to marry and raise children without an appropriate roof to 
protect them.

 



Relationships 2.0 45

Innovation did not just stop with sporadic settlements, though. 
New technologies were developed for hunting, mining, cultiva-
tion, and storage. Humans began to cluster together and develop 
ongoing relations with their neighbors. It was not clan members 
anymore who helped hunt a passing mammoth. Instead, social 
interactions evolved around cultivating yields, storing food in dedi-
cated facilities, building housing to live in, and processing the ever- 
increasing variety of food they had.105 Methods to fight insects and 
rodents were evolved and every technique was a real breakthrough 
that influenced diet for years to come. The Sumerians, for example, 
used sulfur compounds to control insects and mites, while early 
Chinese used chalk and wood ash for pest control in their homes 
and granaries.106

The Neolithic Revolution and its transition to settled agriculture 
soon expanded. Pastoral and hunter- gatherer societies found that 
the land they used for hunting was slowly being guarded by others 
due to the increasing overall population that meant more compe-
tition. As hunting opportunities decreased, humans were forced to 
turn to farming for survival, especially in times of climate change 
and population growth. A cycle began with one outcome: more and 
more people used the new technology of farming and settled down 
for longer periods of time. On the Yellow River in China, the Nile in 
Egypt, and the Ganges in India, river water was used to grow crops 
and agriculture spread quickly.107, 108

Natufians, for example, who developed their culture from around 
12,000 to 9,000 bc, are credited with the development of the first 
farming tools. Sickles, picks, and other harvest tools have been found 
in their settlements. These tools granted a technological leap in har-
vest methods, adding to other development such as bows, arrows, 
and even jewelry.109

From these innovations, we can see an early accumulation of 
weapons. Although the weapons would initially have been mainly 
used for hunting, once humans settled and started to protect their 
borders and property, these tools were increasingly used for self- de-
fensive and even offensive actions against rival tribes. Over time, 
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cities with walls appeared, allowing for the defense of the population 
against other people and the wild. Settlements got larger and more 
prosperous, and agricultural technology slowly took over the former 
hunter- gatherer technology.110

As settlements grew, so did the farms around them and the do-
mestication of animals was added to these new techniques. Humans 
bred pigs from wild boar, tamed goats, and started a great new 
friendship with dogs that served them well in keeping the sheep 
from going astray. Livestock advancements only added to a more 
productive, stationary lifestyle.110

These changes in technology affected demography dramati-
cally. Humans at the beginning of the Neolithic period lived in 
communities of a few dozens to a few hundred people. As cultiva-
tion increased, the number of inhabitants grew exponentially. The 
global human population exploded from several million to almost a 
billion during this period.111 But, agriculture not only changed pop-
ulation growth, it also changed human society itself with subsequent 
changes in family formation and relationships.

The Effect of Agricultural Technology 
on Society

Agriculture and domestication, as American historian Lewis 
Mumford writes, were “the first step towards capital accumula-
tion.”112 Ever since the dawn of agricultural society, everything 
has centered on property. More than anything, humans started to 
center their lives around affluence and prosperity. Hunter- gatherers 
were free of this need because they needed to stay light in order to 
move quickly from one place to another. Food was an object to chase 
after, not to cultivate. The agricultural period changed this formula 
forever.

Once settled down, farmers were able to hoard property because 
they were stationed in one place. They cultivated their surroundings, 
created tools, and produced clothes to make sure they had enough 
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not only for themselves, but also for trade purposes in case they 
wanted to barter those products against other needs they had.104

Moreover, the simple changes in technology created new fears 
to be addressed. If hunter- gatherers did not find food due to harsh 
conditions or draught, they could simply wander after their food. 
In contrast, farmers who settled down could not move so easily. 
Instead, they sought ways to protect themselves against times when 
climate conditions were not favorable.

Fears drive us all, even if we are not entirely aware of their effect. 
We sometimes make drastic moves to avoid conflicts, secure our fu-
ture, or protect ourselves from the unknown. In exactly the same 
way, the new fears farmers experienced led them to be hostile toward 
their neighbors. They prepared themselves for harsh conditions by 
fabricating enough weapons and training the young in case they 
needed to go to war against more affluent neighbors.113

The more peaceful way of preparing for times of scarcity was 
to build granaries and accrue wealth and property. Preservation 
methods and storage techniques have developed over the years. 
These new developments allowed farmers to accumulate property of 
many kinds for longer periods of time.107

But even these developments created a social earthquake. While 
prehistoric societies tended to have very flat social structures because 
members of the clan worked together and focused on specific tasks, 
farming and the rise of property ownership changed this funda-
mentally. Once farmers started to accumulate wealth and increased 
their land ownership, the relative equality enjoyed by humans until 
then ended. Economic strata emerged, and there was a new need to 
protect the rights of those who had property against those who did 
not. The gap included real estate, luxury goods, or even the right to a 
particular livelihood. Over time, the population grew and land was 
harder to come by. Thus, being a landowner increasingly required 
great wealth.47

Empires like the Hittites and Egyptians emerged, where the elites 
lived off the payments made by local subjects. Rigid class structure 
and hierarchy complexes developed, and a general shortage of social 
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mobility became central to agrarian society. In any given region, the 
ones who had the most property rose to power. Those who did not 
have enough land and resources worked in the fields and were paid 
by the owners for their services.114

To be fair, some leaders used the resources collected not only to 
fund their lifestyles, but also to provide services for local inhabitants. 
Technological advances were used to improve farming techniques 
with the aim to increase taxes collected by the rulers. This, in turn, 
helped society in general. The Romans, for example, brought with 
them superior techniques to benefit the farming community, such 
as land rotation, selective breeding, and new crops.115 Later in that 
period, medieval feudal society had mechanisms in place to ensure 
that production continued. Here, too, local manorial lords exacted 
taxes and rents, but also provided services to the peasants, which, in 
turn, allowed aristocrats to carry on with their lifestyle.116

Consecutively, wealth accumulation and property ownership 
created the need to organize and monitor assets, a task which was re-
solved through another powerful innovation: writing. Property was 
carefully registered, inherited, and guarded through written records. 
Agrarian societies have been preoccupied with preserving family 
livelihoods and acquiring property, and with the rise of Sumer in 
Mesopotamia around 5,000 years ago, records began to be written 
down to organize who owns what.7 The Chinese and Egyptians soon 
followed suit, and also developed written systems of their own at 
around the same time.117

Writing was a transformative invention. Whereas before, know-
ledge and stories could only be communicated verbally, now they 
could be written down and preserved for days, weeks, years, and 
often even longer. Knowledge could also be more easily transported 
all around the world. Literature was written to pass stories from 
one generation to another, while teaching children what is right 
and wrong. Financial transactions were recorded, and treaties were 
written.118 All of this written material was key to preserving pro-
perty rights and social structures.119

A widespread use of writing in the ancient world was found in 
Egypt.120 Several types of texts have been found by Egyptologists, 
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many of which date from the Old Kingdom (2700– 2190 bc). While 
building pyramids and other projects, the Egyptians were copious 
record keepers.121 Taxes were assessed against the population, 
orders from the king promulgated, payments recorded, and sci-
entific knowledge transmitted. In short, the ancient Egyptians re-
corded, at a very early date, everything that was important in their 
society. So much so, that Egyptians are credited with inventing 
early accounting systems. Numbers recorded by scribes even in-
clude fractions, and quantities of up to a million can be found in 
hieroglyphs.

Alongside writing, the wheel was an invaluable invention; with 
it, commerce increased dramatically. Created around 3500 bc in 
Mesopotamia, the wheel first served for pottery creation, but was 
quickly turned to being used for carts. In this way, goods could be 
transported farther and more easily across geographies.122

 Arising out of the idea of trade, the invention of money was per-
haps the ultimate expression of the combination of writing, trade, 
and the transition to property ownership. Before this age, wealth was 
usually estimated in terms of land and possessions. Money changed 
this, and several nations began using currency. The first currencies 
appear to have consisted of shells and salt, as well as gold or silver. 
As metallurgy began to develop, so too did the materials from which 
coins were made; bronze, tin, and copper were all used at various 
times to create frequently stamped coins, after the example set by 
Alexander the Great.123

These coins soon became an international means of exchanging 
goods, which were being transported on the newly invented wheels. 
Humans now had easier means of recording, communicating, 
trading, and transporting— all essential components in making a 
functioning society that can interconnect with others and within 
itself. Systems were developed to deal with credit and debt within 
the merchant community and cheaters faced repercussions. For 
example, if a merchant defaulted on a debt, the local authorities 
would sometimes ban an entire nationality of merchants from 
trading in that area until the debt was paid. This caused a “peer 
pressure” form of debt collection and contract enforcement.124
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Essential to this motive was the creation and monitoring of 
law. Laws were set up to regulate commercial affairs between the 
inhabitants of a settlement or country. First penned in ancient 
Babylon, the Code of Hammurabi is one of the first examples of 
codified law. Perhaps the most telling aspect of the code is that the 
largest section is about property. Hammurabi’s laws included the 
very first commercial code and several sections covered credit, debt, 
and trading issues. Likewise, suing someone who has damaged your 
property and prosecuting a thief are procedures that date all the way 
to the time of Hammurabi’s laws.125

It is easy to assume that everything is a matter of cultural 
differences and human development happened randomly and 
scattered. But it is amazing to see how, once some principles or tech-
nology spread, cultures followed very similar patterns of develop-
ment. Researchers pointed out, for example, that the punishments 
prescribed by Hammurabi are similar to those found in the Hebrew 
Scriptures, which date from almost the same time period. For ex-
ample, stealing can get you executed and if someone gouges out an 
eye, the punishment is that the offender’s eye is removed.

A later example of agrarian- society law is the medieval mer-
chant code. Applicable around Europe, this code was used to en-
sure that commerce was fair and cheaters were adequately punished. 
Essentially, the code was designed to solve the important problem of 
local- law differences. During the medieval period, local laws were 
not always binding on people who visited another country or were 
biased against those visitors. In response, the merchants wrote a sort 
of “code of conduct” for their trade.126

These sets of codes epitomize the rise of property ownership in 
that period. Between the general civil law codes like Hammurabi or 
the Torah and the medieval merchant codes, we can easily see how 
the acquisition and preservation of property were ensured. People 
who were caught lying, cheating, or stealing were punished with 
varying degrees of severity, including execution.

Another aspect of property ownership is that of humans owning 
other humans. Labor in agricultural societies was not always free. 
One of the earliest and most prominent examples of ancient slavery 
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is the biblical case of Judaic people being enslaved by the Assyrians 
and then the Babylonians.127 Likewise, ancient Athenians com-
monly had slaves. Most slaves in Greece helped out in their master’s 
household, although there are reports of them being involved in 
business, and even travelling for their masters.128

After antiquity, a similar agrarian labor system developed: feu-
dalism.129 Unlike the ancient use of slavery, feudalism tied the poor 
people to the land and involved them in agriculture. The manorial 
lords would provide land and everything else the peasants needed. 
In return, the serfs had to pay taxes (and later, rents) to their feudal 
lord. Wealth flowed upward, where the people at the top were able to 
enjoy luxury and leisure.

To begin understanding how all of this leads to family and relation-
ship formation, we should take a look at inheritance considerations. 
Closely connected to commercial sections was an extensive family 
law, which was important because it helped determined who owns 
what through inheritance. Throughout the agricultural period and 
all around the ancient world, medieval Europe, and elsewhere, in-
heritance had been an important topic in law and central to the 
agenda of governmental and religious authorities.130

Especially where families belonged to the agricultural class, it 
was important to have enough inheritance of land to earn a stable 
livelihood. After all, the preservation of agrarian societal structure 
required that property remains in large enough portions that ag-
ricultural activity be economically viable. This was an important 
consideration that led families to live together in multigenerational 
residences, pulling together land and labor resources.131– 133

It is clear, then, that agricultural society was organized around 
the cultivation of fields and farms, and that property ownership 
stood at the center of its social dynamics. Social hierarchies sprang 
up, empires rose and fell, but there was one constant: social and ec-
onomic efforts centered around the acquisition and preservation 
of property. Writing, law, and inheritance rules all sought to deter-
mine who owned what, and in what quantity. The multigenerational 
family was the perfect structure to fit these circumstances, as I show 
in the next section.
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Relationships 2.0

Following the fundamental advances in agricultural technology, the 
meaning of family formation, marriage, and relationships changed 
markedly. The fundamental transformation from food gathering to 
food producing grounded people in one place. Instead of wandering, 
following the animals to hunt, humans built static houses and farms, 
and began developing pottery, jewelry, and fine stone tools. Because 
societies settled down, they did not need to bother with whether and 
how they would carry their accumulated possessions and a new no-
tion emerged: home.

Marriage and relationships were deeply influenced by these 
changes. Whereas Society 1.0 focused on outbreeding needs and 
species survival, the sharp rise of property ownership necessitated 
measures to secure assets transference and preservation. Marriage, 
in this sense, helped to outline the boundaries of ownership and the 
ways new linkages to certain lands and farms can be created.

Marriage is not a static ritual; it changed even throughout this pe-
riod and relationships took various forms. Yet, a major considera-
tion in approaching such arrangements in agricultural society was to 
treat them as signifiers of property ownership. Belonging to a certain 
family means sharing in its wealth. This wealth was usually not of 
coins, which can be easily divided. Coins were not even invented at 
the beginning of the agricultural society. Instead, the main property 
included land and valuable items such as jewelry and weapons.

Thus, financial and property considerations were the basis of 
the decision to marry in all social strata. Among the privileged, 
relationships were contracted to combine landholdings and political 
power through endowments, patrimony, and social partnerships, 
and with the point of safeguarding bloodlines. Among the lower 
classes, simple survival required marriage, and men regularly picked 
spouses based on their potential economic value just as much as their 
reproductive capabilities. Working out in the fields required resilient 
women who could help with work, particularly during harvests. The 
fear of not having enough yield in the coming season ruled.
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These considerations made sentimental love a luxury, at best. 
Who can think of love when rain is not coming, and there is a good 
chance that the coming spring will bring with it a disastrous yield? 
As inequality increased, marriage was an economic event, not a sen-
timental one. Marriage and birth circumstances could mean the 
difference between poverty and wealth: property would descend 
through a family, and social ties would be consolidated by marrying 
couples of equal monetary standing.

In Mesopotamia, we see an excellent example of the complex 
family customs that organized marriage as a financial transaction 
rather than a sentimental act. In From Sumer to Babylon, Jean- 
Jacques Glassner offers an in- depth analysis of family customs in 
Mesopotamia, emphasizing the importance of marriage in the lives 
of Sumerian and Babylonian people. According to his analysis, al-
though men could technically make any woman of their choosing 
their bride by “coming into being” (with or without consent), most 
men preferred sealing the deal through a series of stages. The first 
one was, of course, choosing a bride. Families arranged marriages 
early for their daughters and, in doing so, ensured that for most of 
their lives, girls would be subjected to the authority of their in- laws. 
This authority over women is explained by seeing marriage as an 
extended issue of property ownership. A woman was bound to her 
husband’s family and even agreed to marry his brother or another 
relative in the event of his death.

The next step of marriage in Mesopotamia involved making a pay-
ment called a “terhatum” and writing a legal bond called a “riksatum.” 
Again, the exchange of money and the creation of a contract secured 
the young woman’s fate as the future property of her husband.

Next came banquets and the gifting of food, called a “biblum.” 
Families passed the “biblum” back and forth as a way of showing 
their alliance to each other as well as to show off their wealth. The 
family of the bride wanted to prove their daughter came from a 
desirable economic background, and the groom’s family worked 
equally hard to confirm that their household could support a new 
member. The myth of Enlil, the ancient Mesopotamian god associ-
ated with wind, air, earth, and storms, and his wife Sud shows how 
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important this gift- giving was. After Enlil sees the young girl Sud in 
the street in front of her mother’s house, he assumes she is available 
because she is out in the street. But Sud refused to marry him, and 
Enlil decided to send her family gifts. Once her family received these 
gifts, Sud became his wife, was brought into his temple, and became 
mother- goddess, placing her in charge of all the secrets pertaining to 
women.134

In other cultures, marriage, as we know it today, was an even more 
distant concept. When one looks at texts from ancient Egypt, for 
example, it becomes apparent that early Egyptians have almost no 
word to describe the institution of marriage. The reason is that there 
were no official public or religious ceremonies to mark the event. 
For Egyptians, marriage was more about creating descendants for 
economic purposes, and less a legal or religious matter.135 For this 
reason, Egyptian texts often used the phrase that a man “founded 
a household.” Even later on, in contracts appearing around the first 
millennium bc, marriage was mainly decided by the husband and 
father- in- law, with the language stating that a father would “give” 
his daughter to the husband. A woman rarely had any say who she 
would marry.

The importance of property ownership in early empires continues 
with the requirement for a male heir to head the family after the 
father’s death. In many cultures, if one wife could not produce a 
male heir, then men sought out another. Generally, a designated 
wife bore “legitimate” children who could inherit the family estate. 
Sometimes, men married priestesses who could not have children, 
so a secondary wife stepped in to take on the task of having a baby. 
We see this phenomenon in Babylon, Egypt, China, and India as well 
as among the Inca and Aztec people. As a rule, the sons of the wife 
would inherit everything.

Similar patterns persisted during the medieval period. 
Researchers show that legitimacy and illegitimacy were a world-
wide concern for inheritance.132 Wives and concubines were found 
frequently throughout the world, including Europe, Asia, and the 
Middle East. However, to inherit most property, a child had to be 
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born to a particular woman prescribed to bear heirs for the man. 
This manifested itself in several ways, but the main one was that in 
most cultures restrictions on women were intended to protect them 
as an “asset”: it was important that a man knew that the children 
from his wife were his and not someone else’s.133

Thus, until the end of the period, marriage as a social institution 
was primarily transactional. Often what the bride and groom wanted 
was of little concern, and the marriage was a publicly mediated con-
tract between their two families. Marriage was many times a neces-
sity, not an ideal. Spouses were chosen shrewdly: the upper classes 
were concerned with keeping wealth or power in the family, and the 
lower classes were concerned with the need to earn a living. A mar-
riage was successful insofar as it consolidated wealth and social 
status for both parties— the parties here being the larger families, 
not the individuals. Religious institutions would ratify the contract 
by blessing the marriage, which had effectively already been formed 
by mutual agreement, mainly based on economic reasons.

For this reason, secret marriages were a problem for the elite, be-
cause they made dynastic matches more difficult, and subject to 
the whims of potential spouses. No wonder that Henri II of France, 
who ruled in the sixteenth century, tried to convince the Catholic 
Church to require parental consent for marriages and to nullify 
those contracted without it. When the Catholic Church did not do 
what he wanted them to, it led to significant tensions. In the end, the 
Catholic Church decided to define the conditions for contracting a 
marriage much more strictly. Now, both the Church and the families 
had to consent to sacramental marriages. Instead of total autonomy, 
couples now had to depend on the priest.

It was not until the end of the Renaissance that marriage started 
to take its modern shape, as a form of companionship. Late- in- life 
marriage is an excellent indicator attesting this. Prior to the eight-
eenth century, marrying late was ridiculed by the community. After 
this point, however, it was considered acceptable to marry late or 
even to remarry in some societies, after the potential for children 
had passed, since it allowed for companionship.
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Agrarian Technology and 
the Multigenerational Family

It is not only that Relationships 2.0 were mainly based on economic 
and property considerations, but also that they tended to be part of 
a certain family structure: the multigenerational household. With 
technological developments that brought people to focus on lands 
and farms, the multigenerational family was ideal. Blood ties signi-
fied property ownership, inheritance rules, and labor division.

Each member of the multigenerational family had their role 
in cultivating the land, working in the fields, and taking care of 
the livestock. Older people would live with their children and 
grandchildren, along with the rest of the household. In this way, 
everyone was taken care of in the family structure, and family pro-
perty was key to family survival. In many cases, the members of such 
an extended family lived in simple houses with common spaces for 
cooking located close to their shared fields.136

In turn, the family became a group that lived together for a 
common purpose, such as running a farm or business. The group 
might include apprentices, foundlings, servants, and slaves. In some 
extended families, “surplus” children often became the underclass, 
working as servants, hired farm hands, and apprentices. They might 
also go into the army, or work for the local landlord. Other extended 
families annexed disinherited children from other families to live 
with them as servants. Throughout the Mediterranean, for example, 
we see them counted with their masters’ wives and children in 
censuses.136 Thus, the basic unit of society turned to be the multigen-
erational family that consisted of parents, children, grandparents, 
and other close kinship. Across agricultural cultures, multigenera-
tional co‐residence was the most common form of living.137

This notion of the family as a multigenerational household rather 
than the nuclear family lasted until industrialization. Perhaps the 
simplest way of seeing this is to look in the dictionary. Dictionaries 
in the sixteenth and seventeenth centuries define the word “family” 
as an entire household, which included extended family and even 
the servants. By the eighteenth century, dictionaries were starting 
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to see the family in narrower terms. This change coincides exactly 
with the transition from agricultural society to industrial society in 
Europe.138

Indeed, it took centuries before the romantic model of marriage 
became the rule and the nuclear family emerged. It was not until the 
late eighteenth century that it was more popular and acceptable to 
choose a partner based on affection rather than economics. Mainly 
beginning with the lower classes, interference with spousal selection 
was reduced and romance became a bigger factor. Among upper 
classes, parental input in spouse selection was still economically 
motivated, at least for another century.139 Since upper- class parents 
were in a position to provide financial support, they used marriage 
to improve commercial and social prospects and keep wealth from 
being dispersed.138 This major shift toward romantic relationships, 
which again coincided with major technological developments, is 
explained in detail in the next chapter.



3
Relationships 3.0

As human history advances, the periods are getting shorter, and 
changes are appearing more often. A Roman born in 200 bc and a 
Roman born in ad 200 shared very similar worlds. But a fourteenth- 
century English cavalier and an eighteenth- century Englishman 
working in a Mancunian factory would not recognize each other’s 
way of life. Stability was the rule in past times. But this rule changed 
in the eighteenth century, along with seemingly everything else.

Marked from the mid- eighteenth century until the mid- twen-
tieth century, the Industrial Revolution fundamentally changed eve-
ryday life in most places. After more than 10,000 years of Society 2.0, 
in which humans settled down, farmed their lands, and harvested 
their yields, technology made another leap. Inventions such as steam 
power and electricity changed humans’ lives drastically as factories 
producing goods with overwhelming speed and efficiency began to 
spread around the world.140, 141

There was a curious turn in industrialized society: while humans 
had domesticated their surroundings during the agricultural rev-
olution, now factories and manufacturing processes started to 
“domesticate” humans. New machines and production methods 
became centers around which people raised their families and 
lived their lives.142, 143 As time went by, humans flocked to cities to 
work in factories,141 and shifted into a world where technological 
developments became the center of society.144

In turn, the industrial society carried significant implications for 
marriage and relationships. Although the mechanisms at play are 
complex and not entirely uniform, evidence suggests that industrial-
ization contributed immensely to the rise of the nuclear family. The 
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nuclear family that better suited urbanization and industrialization 
increasingly replaced the multigenerational family that surrounded 
fields, farms, and crops in the past.145, 146, 147 In an agricultural so-
ciety, large families shared lands and livestock; hence a major reason 
for marriage arrangements was the need to preserve property own-
ership. In contrast, families in industrial society were centered 
around the new means of production, lived in scanty city houses, 
and thus needed to nuclearize.

Technology and Industrial Society

Even before industrialization spread, changes in the production 
of knowledge augured this period. In the early seventeenth cen-
tury, Francis Bacon advocated for systematizing how we acquired 
knowledge through data and measurement.148 Our modern scien-
tific method— the idea that there is a set of agreed- upon means of 
acquiring knowledge— has hardly changed since its genesis with 
Bacon. Only now, as artificial intelligence is shifting the way we dis-
cover things from observation and reasoning to data mining and 
de facto answers, have we become fully aware of the importance of 
Bacon’s revolution in the history of human thinking.149

The same goes with later publications, such as Darwin’s On 
the Origin of Species from the nineteenth century. This and other 
publications changed the way we think and discover new things in 
our world. Humans began to trust their examinations rather than 
their beliefs and thus brought about a technological leap. Science 
and scientific investigation in the modern sense began to grow and 
gain more attention.150

Connected to the change in producing knowledge was the shift in 
disseminating that knowledge. The advent of mass printing and the 
spread of technical schools were crucial in this sense. While know-
ledge is valuable in and of itself, keeping it in monasteries and the 
sporadic universities that existed until that time did not serve science 
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well. Without disseminating the diagrams, discoveries, and models 
that had developed up until that point, others could not advance 
learning. Rotary printing on long continuous rolls of paper made 
ideas more easily accessible and helped catch the eyes of brilliant 
minds that were unknown before.142 The spread of technical schools 
in the nineteenth century further encouraged the diffusion of scien-
tific knowledge. These new schools provided another opportunity 
for science to develop and sparked a new wave of innovation.151

Since the beginning of the Industrial Revolution, the world has 
witnessed more incredible feats of innovation than at any other 
time in human history: the mechanical weaver, the sewing ma-
chine, new iron processing methods, steam power, the production 
of new chemicals and cement, the telegraph, dynamite, the modern 
assembly line, and so many more.152 All of these inventions made 
the production of goods more efficient. They stream- lined the tasks 
required for survival and paved the way for even more significant 
inventions.153

The immediate effect was on food supply. Pre- industrial societies 
were plagued by scarcity, stemming from the low productivity of 
labor. Industrial society solved this problem. Through the mass pro-
duction of goods and the development of fast and efficient transpor-
tation systems, industrialization changed the face of agriculture and 
the food industry.154 Due to new technologies, humans were able to 
access an adequate supply of goods, and the population grew dra-
matically, especially in later phases of that period.155

Deep impacts were also registered in the very notions of time and 
space. With gas lighting and then the light bulb’s invention, dark 
corners were made into mental and physical spaces for work and 
living at nighttime. Light quickly spread through cities and towns 
across the world and revolutionized the meaning of day and night. 
It allowed factories to continue working long hours and improve 
productivity drastically.156 Similarly, steam and electricity were per-
haps the most critical prerequisites for changing the idea of space. 
Faraway places became closer with railway transport, and traveling 
time was reduced.157
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Technology, Religion, and Relationships

In many ways, these technological changes had a ripple effect on re-
ligion, which, in turn, affected relationships. Until the eighteenth 
century, societal rules were dictated by the Church and enforced by 
the State. Bad behavior, as defined by the Church, was often exposed 
and mocked in the public square. The state executed spiritual 
dictums, and constables could investigate suspected blasphemy, 
even to the point of breaking into a house. Men were considered 
the household’s spiritual and legal heads, and it was necessary to 
enforce this authority by any means necessary. No wonder, then, 
that people were bound by duty and obligation rather than loving 
feelings or self- interest. The Church tended to discourage couples 
from enjoying sexual intimacy, treating it more as a duty necessary 
for procreation.158

The weakening hegemony of the Church, especially in Europe 
and its colonies, marked a significant change in this sense. Although 
complex and not wholly universal, the technological revolution had 
a crucial role in this shift. Evidence shows, for example, that scien-
tific curricula clashed with religious dogma.159 In addition, science 
brought to the public’s attention discoveries that undermined the 
doctrines expounded by priests and pastors.

Thus, empirical observations replaced old axioms, science 
weakened trust in old traditions, and life became oriented around the 
new means of production. In particular, the Enlightenment move-
ment, characterized by an intellectual enthusiasm and unruly skep-
ticism and atheism, lay the foundations for the crisis of faith. Slowly, 
thinkers unveiled new concepts of social order that did not require 
the Church. In turn, religious influences on society began to weaken 
in the eighteenth century. It was Nietzsche who outrightly declared 
“God is dead. God remains dead. And we have killed him.”160

As the Church and moral crusaders lost control of society, reli-
gious opinions became less important. If something was not a threat 
to the political order, it was more likely to be a private matter that 
the State and the Church have nothing to do with. This was a time 
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when young people had relatively less pressure to conform to social 
norms, while civil authorities loosened their grip on citizens’ lives.

Thus, as privacy became more important, the nuclear family rose 
to prominence. This was simply because certain aspects of life became 
private matters for those in close relationships to decide for themselves. 
People started emphasizing relationships between individuals, and 
formal marriages on a sentimental basis became more common. In 
turn, the view of couples being bound together by affection rather than 
by economic consideration quickly spread.161, 162

Interestingly, these changes led to a second phase in some countries, 
in which couplehood and the nuclear family were actually in jeop-
ardy. As the old norms eroded, lower- class people, in particular, were 
more likely to do whatever they wanted sexually. No longer needing 
Church approval for their actions, people were less inhibited sexu-
ally and jettisoned old moral behavior norms. As a result, illegitimacy 
increased, and marriage itself declined.

Yet, the Reformation, and in turn, the Catholic response, fought this 
change in the view of marriage. Cleverly, they turned relationships and 
marriage from a transactional “necessary evil” to an important so-
cial institution. Marriage became a holy institution, and the Church 
emphasized that marriage helps keep society together. From then on, 
there was a religious reason for Catholic teaching to encourage matri-
mony, and the push toward Relationships 3.0 grew stronger.163

Perhaps more than anything, the story of Relationships 3.0 is the 
story of the industrial city. There is no place the radical changes of in-
dustrialization can be seen more clearly than in the rise of the industrial 
city, and there is no place better than the city to see how relationships 
and marriage transformed.

The Rise of the Industrial City

Industrialization and the rise of big cities went hand in hand, 
transforming rural, agrarian societies into urban, industrialized ones. 
Here, smoky skies, busy streets, and the anonymous crowd became 
home to a new generation that cut ties with traditions, religions, even 
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history. The new, the modern, and the secular thrived, and the multi-
generational family became an artifact of times past. Children of multi-
generational families that were once surrounded by their fields, grew up 
and moved to cities to set their lives around big factories. Men migrated 
to towns with their wives and children only. There was no need for the 
whole family any longer, and the industrialized city embraced a rising 
phenomenon: the nuclear family.

The shift from agrarian farms to urban centers happened inexorably. 
New agricultural methods allowed for increased land productivity. 
Inventions such as the horse- drawn seed press and chemical fertiliza-
tion made farming more productive and less labor- intensive. Thus, the 
local, self- sustaining, and decentralized economies transformed into 
commercial agriculture.164 Goods that had been hand- crafted in the 
past were produced in large quantities, making many farmers redun-
dant. In turn, farmers moved to the city in search of opportunity. They 
abandoned traditional agricultural practices that had been the primary 
source of sustenance for ages and adapted to the fast- moving urbaniza-
tion and industrialization.

The city, on its side, became more appealing. Spreading transporta-
tion networks made the economy of the industrial city more connected 
and reliable. Before, towns were at the mercy of local weather and local 
crop yields; if drought struck, they had to pray their food stores would 
last them until the next harvest. But with fast and efficient transporta-
tion networks, food surpluses in one place could easily compensate for 
shortages in another.

The coming to life of the industrial society also resulted in an 
increased demand for labor in factories. The thriving factories 
in the cities appealed to rural people who were eager to improve 
their social status. The example of John O’Neill, an Irish man who 
documented his life, is typical.165 O’Neill traveled from Cork to 
London in 1808 searching for work. Upon arrival, he found a job 
in an Irish workshop in the city. When he earned enough money, 
rather than return to Cork, he sent for his wife and children and 
moved permanently to London. For many like O’Neill, the work 
originally sought was seasonal but quickly became permanent, 
leading to permanent residence in the city.142
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In addition, the city was flooded with luxurious products. Farmers, 
who witnessed an agricultural output that grew faster than the popu-
lation, began to consider exporting more of their goods to the city. As 
productivity increased, they started to expand beyond just food and 
sustenance, growing more sugar, tobacco, and cotton. These crops had 
little or no nutritional value but could be sold to the cities for a hand-
some profit. In this way, the city was filled with lucrative goods that 
drew many.

No wonder, then, that individuals and couples migrated from rural 
areas into the big cities to seek employment opportunities and quality 
of life. In England, as a prominent example, the share of the population 
living in cities jumped from 17% in the early nineteenth century to 72% 
toward the end of the century.104

While these changes characterized European cities at the begin-
ning, developing countries were quick to follow. Especially with the 
spread of colonialism, the concept of the city as a hub of moderniza-
tion and the center of industrialization was duplicated in other coun-
tries such as Mexico, India, China, and several countries in North 
Africa and the Middle East.166 From the sixteenth century onward, 
urban conditions transformed in many developing countries: in Latin 
America, old structures were destroyed, and new buildings were 
erected by the Spanish and Portuguese; in Africa, major settlements 
such as Johannesburg, Cape Town, and Nairobi were established by the 
French and the British; Calcutta, Bombay, and Madras followed suit in 
India; and even in China, North Africa, and parts of the Middle East, 
where native centers remained, the influence of the West was felt, and 
urbanism took center stage. It is clear how, throughout the world, the 
city rose to power, leaving behind agrarian society.167, 168

Life in the Industrial City

To understand why urbanism had such a tremendous impact on 
family and marriage, as I will later show in detail, one must realize 
city life’s nature and how it led to social fragmentation. Living in the 
city took its own character and influenced society as a whole, as more 
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people flocked to metropolitan areas. Collectivity and social control 
weakened in cities more than in villages, and the formation of social 
networks was harder in the urban environment. City life was more 
individualistic as a result, and instead of collective identities, the 
construction of personal identities became necessary.

Three major aspects of city life can explain this process of so-
cial fragmentation: social inequality, work compartmentalization, 
and housing arrangement. First, as the accumulation of wealth 
progressed, so did the establishment of social classes.169 The in-
dustrial society prompted the emergence of stratification, in which 
different social classes diverge sharply. While some individuals ac-
quired wealth, others lived in abject poverty. Historian Lawrence 
Stone likened the economic strata of the time as “a huge hill with a 
high and extremely thin tower on it, with the bulky hill consisting 
of the mass of poor peasants, artisans, and laborers, and the thin 
tower consisting of the courts, the large landed aristocrats, and the 
rich merchants.”170 Although some argue that the middle class be-
came larger during that time period, most agree that stratification 
increased and the poor became poorer.171

The owners of businesses and factories were those who mostly 
occupied the upper classes of industrial society. This was the new 
type of property. They included ship owners, industrialists, and 
merchants who had accumulated considerable amounts of wealth 
and capital. A thin layer of middle- class merchants, lawyers, and 
doctors also enjoyed the advantages of the new prosperity brought 
about by industrialization. Many of these “capitalists” or the “bour-
geoisie” began spending their recreational time entertaining them-
selves in concert halls, theatres, and sports facilities. While the poor 
were forced to remain in the cities to work and survive, the affluent 
could afford to reside at places where they could avoid dirt and di-
sease while still taking advantage of the city’s benefits of learning 
and power. As Richard Cantillon, an Irish- French economist from 
the eighteenth century, recounts: “the landowners who reside in the 
provinces do not fail to spend time [in the cities] and to send their 
children there to be polished.”172
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In contrast, the majority of city dwellers, the members of the 
working classes, were forced to live in unhygienic, overcrowded 
places and were ill- treated in factories. Poor diet, overcrowding, 
inadequate sanitation, and medieval medical solutions all 
contributed to the public’s poor health and lower life expectancy. 
The ill- constructed, unplanned, and densely packed working- class 
neighborhoods enhanced the spread of deadly diseases, including 
tuberculosis, cholera, typhoid, influenza, and typhus.170

The class divide was especially pronounced in the factories, 
which lacked any safety features and went to extreme measures to 
keep costs low, including employing orphans. Early photos of fac-
tory workers often depict weary men in ragged, filthy clothing, and 
one or two fingers conspicuously absent. Factories remained dan-
gerous places to work for centuries, and it was not uncommon for 
employees, adults and children alike, to lose fingers or hands on the 
job. What is more, many children, out of necessity, actually sought 
out factory work to help support their families. Frances Trollope, an 
English novelist from the nineteenth century, described this reality 
in her book:

A little girl about seven years old, whose job as scavenger, was to col-
lect incessantly from the factory floor, the flying fragments of cotton that 
might impede the work . . . while the hissing machinery passed over her, 
and when this is skillfully done, and the head, body, and the outstretched 
limbs carefully glued to the floor, the steady moving, but threatening 
mass, may pass and repass over the dizzy head and trembling body 
without touching it. But accidents frequently occur; and many are the 
flaxen locks, rudely torn from infant heads, in the process.173

The second aspect of city life in industrial society was the com-
partmentalization of work. Industrial society was driven by mass 
production technology of goods to support its large and increasing 
population. As cities industrialized and factories filled the skies 
with black smoke, the lives of those who worked in factories in-
creasingly revolved around their workplaces. Machines became 
not only the solution, but also the sun around which we orbited. 
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Humans needed to mind these machines, and they quickly be-
came appendages to these new technologies rather than the other 
way around.172

With industrialization and its efficient manufacturing processes, 
workers became more replaceable. On a manufacturing assembly 
line, each worker had a very specific job, and this job was so modular 
that another worker could easily step in and learn what needed to be 
done. Hence, the idea of a working lineage or family occupations— 
fathers teaching sons highly skilled, apprenticed trades— be-
came obsolete. Traditions of tailoring, shoemaking, milking, or 
simply knowing the family land intimately became old- fashioned. 
Sophistication, efficiency, and state- of- the- art technology were the 
new names of the game. Industrial society focused on using non- 
human sources of energy to increase the scale and rate of produc-
tion. There was little room left, therefore, for caring about people 
and maintaining traditions.

The third aspect of city life in industrial society was housing ar-
rangement. As people moved into the cities, seeking employment 
and escaping the uncertainties of agricultural life, the cities faced 
a rapid population increase that required immediate housing 
solutions. Most cities were ill- prepared to handle this shift. Used 
to smaller populations of tradesman, merchants, and a handful of 
laborers, the addition of so many unskilled laborers or semi- skilled 
tradesman created an unbearable burden on urban development in 
many cases.142

We can get a glimpse into that world by looking at the recent his-
tory of China. In cities such as Shanghai, Ningbo, and Guangzhou, 
massive factories filled with workers produce large quantities of 
goods for the world. The workers live close to the factories, as close 
as possible, in tiny living spaces to reduce congestion. Overcrowding 
is still a major concern for China as its industrialization is ongoing, 
and these conditions have only started to relax recently. In 1978 
there were still merely 3.6 square meters of living space in urban 
housing per person. By 1985, the living area had increased to 6.7 
square meters per person. Only recently has there been a significant 
improvement in living conditions.167, 174
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Like China in recent history, policymakers and city planners in 
many countries throughout the industrial period desperately tried 
to respond to labor’s rapid growth. Cities filled with housing options 
based on short- term solutions, but they proved less than ideal. Row 
buildings, hastily constructed of wood, often popped up to house 
the underprivileged employees. These offhand solutions for workers 
remained decidedly primitive for many decades. Such buildings 
were poorly built and usually crammed with workers, making for an 
unhygienic environment. Disease and pollution became rampant in 
early cities, as workers jam- packed into whatever housing they could 
afford.142

In parallel, early industrial stages required close proximity 
of workers to the factories due to lack of reliable transportation 
networks and demand for long working hours. As early cities lacked 
convenient methods of transportation— except horses, which the 
average worker could not afford— such housing was often located 
close to the factories and workshops. Families often lived in single 
rooms in cheaply constructed buildings packed as close together as 
possible to allow for the maximum number of homes.

Such houses lacked any plumbing or washing areas. Personal 
washing needed to be done outside or using a tin tub with water 
drawn from a nearby well, with an outhouse serving more regular 
toiletry needs. One striking evidence for this condition is a pamphlet 
published in 1883 that caused a parliament sensation, titled “The 
Bitter Cry of Outcast London.” Its author wrote: “Walls and ceilings 
are black with the accretions of filth which have gathered upon them 
through long years of neglect. It is exuding through cracks in the 
boards overhead; it is running down the walls; it is everywhere.”175

In countries of immigration, such as the United States, immigrant 
groups often banded together for protection and familiarity, creating 
neighborhoods named for those who resided there. Examples in-
clude Chinatown in New York, Little Italy in Baltimore, and Czech 
California in Chicago, to name a few. These ethnic groups created 
their own churches, storefronts, and social clubs. African American 
populations in the United States were often placed in even more 
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rundown, cramped living quarters. Their neighborhoods were care-
fully separated from whites.176

These three aspects of the city— social inequality, work compart-
mentalization, and cramped housing— created a mental and phys-
ical fragmentation that grew into a family nuclearization, a process 
that gave rise to relationships 3.0.

Relationships 3.0

In light of this social reality, it is clearer how marriage and family 
changes came about during industrialization. With social fragmen-
tation, people felt more isolated in the city crowd. In turn, there was 
an increased emphasis on being happy within one’s home. Without 
the village, the collective work, and the interaction with others, 
people turn inward into their homes and nuclear families. Social 
fragmentation in the city made this arrangement more desirable, 
and the nuclear family became one of the only mental spaces left 
with support.

Thus, the home became more idealized and a new, pronounced 
distinction between public and domestic life emerged. By the end 
of the nineteenth century, the working classes had fully adopted this 
new mentality of “separate spheres” and saw home as a welcome re-
treat from the bustle and hum of the city’s factories. Such a distinc-
tion would have made no sense to the farmers of agricultural society, 
where work and home life happened in the same place. Moreover, 
while rural life allowed the large multigenerational families to live in 
one home, and in many cases, required such a structure to survive, 
the cramped confines of urban life prohibited such developments. 
Small apartments had no room for multigenerational family 
members. Forced into ever- smaller rooms of aging buildings, di-
vided repeatedly to house a rapidly increasing population, families 
needed to change their familial structure to adapt to urban life.142

Even more, as families matured and separated, what bound mul-
tigenerational families together gave way.172 Those who worked in 
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the factories slowly developed an identity separated from the col-
lective identities of their old communities. It was often the young 
only who ventured to the cities, leaving behind their parents and ex-
tended family. There was less need for the multigenerational family 
in factories.177 Once couples started to live away from their parents 
and relatives older generations had less power over their offspring, 
and the young sought companionship and emotional connection 
with their partner.

In these ways, the nuclear family rose to prominence in the eight-
eenth century, starting in Great Britain and spreading to other parts 
of the world. Many sociologists, demographers, and historians sug-
gest that the notion of “family” as a close- knit group of relatives was 
weak until the sixteenth and the seventeenth centuries. Prior to 
the seventeenth century, marriage was more about the survival of 
communities, raising children for the lower classes, and preserving 
wealth for the upper classes.178

The degree to which this was true varied depending on the region. 
Family nuclearization following industrialization fits Scandinavian 
history particularly well, for example. The same shift was arguably 
less pronounced in England, since the close- knit nuclear family 
existed slightly earlier.179 Still, as a general trend, the nuclear family’s 
consolidation in this period holds across geographies, despite com-
plex intervening mechanisms. This is also generally true in Asian 
countries such as Japan, Korea, and China. The only difference is 
that industrialization arrived later. But, once it began, a transition 
from multigenerational to nuclear families was apparent.177, 180

The transition from multigenerational families coincided with 
marriages becoming more affectionate. As the economic impor-
tance of marriage declined, spouses became lovers, companions, 
and partners. The structural changes in family formation altered 
the very ways that family members thought and felt about each 
other. It is unclear when the shift to a more “sentimental” approach 
to family took place exactly, and in what order. Some scholars see 
the changes happening across geographies more or less uniformly 
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over time, while others see more regional variation. But, however 
these cultural shifts unfolded, we see families becoming more affec-
tionate, women gaining greater equality in marriage, and children 
receiving more nurturing from their parents.178 For the first time in 
such broad adoption, feelings and romantic sentiments became the 
basis of family ties.181

Of course, it would be too simplistic to say that the move to the 
city and the social organization around the factory, following indus-
trialization, were the only forces shaping the nuclear family. But it 
is clear that the technological development at that time seeped into 
family structuring through several cracks and crevasses. Evidence to 
support this transition after industrialization, although complex and 
composite, is plentiful.

The first scholar who convincingly argued that such a transition 
occurred is Frederic Le Play, who lived and published in the nine-
teenth century and knew the period almost first hand. In his study 
of 132 families in different European, North American, Asian, and 
North African countries, Le Play showed that agrarian societies 
tended to be composed of multigenerational, patriarchal families. 
In contrast, the shift to industrialized society came with the 
nuclearization of the family.182

Le Play showed that only the oldest son remained with his fa-
ther (stem family) in these families, while other children spread 
around and set new families. Thus, couples in industrializing regions 
were increasingly less likely to live in conjoint, multigenerational 
households. Although some multigenerational arrangements con-
tinued in some places after industrialization, and the nuclear family 
partly existed before industrialization, this was the rule. Interestingly, 
Le Play actually criticized the nuclear family as immoral, an attitude 
that shows how new this concept was at the time.161

The founders of sociology, such as Durkheim, Ferdinand, Georg 
Simmel, and Max Weber, quickly joined Le Play. For example, 
Durkheim argued that social differentiation in urbanized areas led 
to the loss of the multigenerational family structure. Specialized 
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functions of the extended family, which were customary in the vil-
lage, weakened with urbaniztion.147, 183 Others continued with this 
line of interpretation. By the mid- twentieth century, many agreed 
that urbanization and industrialization resulted in nuclear families 
adapting to the new circumstances.184

Theorists from the early twentieth century explained this relation 
in the “theory of social breakdown.” They had a twofold argument, 
explained earlier in this chapter: first, the nuclear family fits the 
requirements of industrial life better than multigenerational families 
due to new housing and working circumstances; second, migration 
from the village to the city disintegrated families and led to the ero-
sion of kinship networks.185

The many scholars who advanced the argument regarding the 
connection between industrialization and family nuclearization 
were part of industrialized society and experienced these changes 
almost firsthand. So, it is surprising that beginning in the 1960s, 
historians started a fierce attack on their interpretation, an attack 
that is still ongoing.

Yet, a growing body of literature shows that this attack is unjus-
tified. The methods and measurements of those claiming there is 
no connection between industrialization and family nuclearization 
were called into question.

For one, those who argue the nuclear family was pervasive be-
fore the Industrial Revolution used cross- sectional records. This 
means that they took a one- time snapshot from reality at that time. 
However, families and households evolve over time and so are better 
suited to study by longitudinal analysis.137, 146, 161

One example of such a comprehensive, longitudinal analysis was 
conducted on data from Le Creusot, a village in France that turned 
into an industrialized city between 1836 and 1886. The researchers 
used data from 10 linked censuses in five- year intervals to ana-
lyze family patterns over these 50 years. They show how multigen-
erational co- residence declined. Interestingly, this phenomenon 
happened despite policies that encouraged people to stay in a mul-
tigenerational family structure. These policies included sanctioning 
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access to labor, housing, and schooling. Nevertheless, people still 
formed nuclear families instead of extended ones. Industrialization 
and rural- to- urban migration drove family formation in the oppo-
site direction. They were forces too strong to resist.186

Life expectancy and other demographic characteristics at the end 
of the agrarian period might also explain why fewer multigenera-
tional families were found in the past than expected. Simply put, 
the combination of lower life expectancy, late first marriages, and 
delayed childrearing reduced the probability that more than two 
generations of family members would live under the same roof. 
However, this does not mean multigenerational families were not 
the norm before industrialization. Had the parents lived at the time 
their children married, the expectation was that they moved in with 
them.161

A recent study compared pre- industrial towns with industrialized 
cities in Germany in the first half of the eighteenth century.162 Using 
census data from that period, which is considered highly reliable, 
this study concludes that the industrialization of cities was “the final 
victory of the nuclear family.”162

Steven Ruggles from the University of Minnesota is an authority 
in demographic studies. He is the director of the Institute for Social 
Research and Data Innovation and the creator of IPUMS, the world’s 
largest population database. Ruggles brings substantive evidence 
supporting the conclusion that urbanization and industrialization 
prompted a transition from multigenerational to nuclear families.

Ruggles analyzed an impressive collection of newly available data 
from 87 censuses of 34 countries between 1850 and 2007. He showed 
how, for example, the percentage of elderly living in three- genera-
tional housing in the United States plummeted from around 30% in 
the mid- nineteenth century to approximately 15% in the mid- twen-
tieth century. He argues that the rise of industrial labor opportunities 
encouraged the younger generation to leave the farm. The decline of 
agricultural employment among the younger generation was a key 
variable in the drop of multigenerational co- residency in the United 
States.147 Ruggles states:
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Growing commercialization and industrialization in Northwest Europe 
and North America in the nineteenth and twentieth centuries meant 
that a declining percentage of families had farms. Young people moved 
to towns, attracted by the high wages and independence offered by jobs 
in commerce, manufacturing, and transportation. Thus, economic de-
velopment undermined the material incentives for multigenerational 
co- residence, and gradually the elderly began to reside separately from 
their descendants.147

Ruggles is decisive in his opinion that industrialization and tech-
nological development have impacted family formation fundamen-
tally and contributed to the creation of the nuclear family. This new 
family structure lasted throughout the industrialization period and 
well into the twentieth century. The separation between the spheres 
was breached only when another technological revolution came into 
force: that of information.
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Hosni Mubarak, the President of Egypt for 29 years, thought it was 
just another demonstration, one that he could brutally halt in its 
tracks like so many before. This time, it began with the “We Are All 
Khaled Said” Facebook campaign, publicizing the death of a young 
man by the police for not showing his identification card quickly 
enough. Twenty thousand people went to the streets in response 
and flooded Tahrir Square at the heart of Cairo. News spread excep-
tionally quickly, and protestors were mobilized thanks to the use of 
online platforms. They protested governmental policies of violence, 
abuse, and torture. While the whole world observed the uprising 
with a mix of astonishment and disbelief, the large turnout inspired 
further protests that eventually unseated the regime. In February 
11, 2011, only 18 days after the demonstrations began, Mubarak’s 
regime ended, and he soon found himself in jail. Mubarak knew 
he had made one major mistake this time: he ignored the power of 
information.187

Since the mid- twentieth century, when modern computers started 
to spread, information has flooded society. Information connected 
people, organizations, and cultures and helped them grow and im-
prove. Countries became globalized, corporations turned mul-
tinational, and societies evolved to be diverse and multicultural. 
Knowledge, rather than material goods, moved to the forefront of 
the economy, and the service sector started to generate more wealth 
than the manufacturing sector. Markets saw value in knowledge and 
started to put a premium on information. In turn, many industries 
began to focus on accumulating, analyzing, and disseminating 
data.188
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Today, even the smallest piece of data has the potential to power a 
butterfly effect– style change on the rest of society, creating another 
node on the web of social forces. We are constantly bombarded with 
information as we tackle the previously inconceivable power of news 
and “fake news.” Almost every day, someone from any side of the po-
litical aisle— the far- right or the far- left, Fox News or CNN— accuses 
the other side of misusing information to gain control over politics, 
public opinion, and resources.189

While this sounds like a matter of politics or communica-
tion studies, the issue relates very much to the family in the Post- 
Industrial Age. Information has more power than ever before, and 
it has shaped all aspects of society, including our love lives. Whereas 
a hierarchical class and centralized power characterized industrial 
society, the exponential rise in information has made contempo-
rary society multicentered and networked.190 We have evolved into 
a society of individuals with multiple nodes on a vast and global 
social network, on which each individual is a center for various 
social forces.191 The new networked structure further atomized 
relationships. Within a few decades, the marital dream collapsed, 
and the short, Golden Age of the nuclear family found itself quickly 
replaced by the solo generation.192– 194

This chapter, therefore, shows how relationships and kinships, 
which have progressed throughout human history, reached a 
new level in the recent information age. As discussed in previous 
chapters, clans formed the base of hunter- gatherer society, multigen-
erational families built agricultural society, and the nuclear family 
rose to prominence in industrial society. In the information society, 
however, the individual stands as the focal point of human society. 
Television, computers, the Internet, and smartphones brought a 
process of atomization and individualization to society. As every 
piece of information became another node on the web of knowledge, 
every individual became a vector on the social web. The family, in 
turn, saw a sharp decline in popularity. Instead of the family being 
essential to breadwinning, procreation, and social status, individu-
alism rose to power, and the values of freedom, creativity, and trying 
new things became central.195
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The Rise of the Information Age

The information age is marked from the mid- twentieth century 
until around the 2010s, although it continues today and overlaps 
with Society 5.0.10, 196 Obviously, we do not change all at once and 
we carry our previous habits and behavior patterns with us, as we did 
throughout human history. The information society emerged in the 
post– World War II era, when increased interest in storing, retrieving, 
manipulating, transmitting, and receiving information in a digital 
form spread among mathematicians, engineers, and scientists. They 
believed that such technologies would provide a crucial step toward 
realizing automation’s dream to improve existing communication, 
processing, and manufacturing methods. Thus, a world that had 
once been primarily dependent on mechanical means became more 
digitally based.197

Although there were many breakthroughs introduced in re-
cent decades, three innovations stood at the center of information 
society: computers, the Internet, and wireless phones. Computer 
technology was developed after the Second World War with one 
revolutionary idea: information can be automated. The assump-
tion was that significant technological and economic progress could 
be achieved by building up digital machines that not only enhance 
the accuracy and efficiency of calculations, but also fully automate 
them.198

In this way, the amount of information increased exponen-
tially and became the center of society and economy. The year 
1977 is perhaps when computers truly achieved that goal. The 
TRS- 80 Microcomputer System, Apple II, Commodore PET, and 
Compucolor II were all released in 1977, creating the market for 
affordable home computers. Personal computers quickly became 
popular, and society was flooded with information that was more 
accessible and better handled than ever before.199

It is striking to see how access to information and the ability to ex-
tract, use, and disseminate information became the dividing factor 
between successful and unsuccessful industries with the emergence 
of this era. Sophisticated computerization made high- volume mass 
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production more efficient and affordable. The computer allowed 
manufacturers to measure everything accurately and to quickly ful-
fill demand. The monetary value of information and information- 
related industries increased exponentially as access to information 
became a powerful means of growth and prosperity.200

The information age expanded further with the development of 
the Internet, whose popularization and commercialization made 
information more accessible and visible to people throughout the 
world. The late 1960s saw the first network dedicated to scientific 
communication. The Internet then was structured to only deal with 
data transference, and the only extension was to the American mili-
tary in 1975.201

Yet, around the early 1980s the potential of the Internet to en-
hance public communication emerged, thanks to expanded access, 
with easy- to- use software, and regulatory changes that made online 
communication simpler. Graphical interfaces and increasing com-
mercial investments helped the Internet to spread more quickly, 
and the 1990s saw a significant increase in Internet usage in many 
countries.202

In the 2000s, with fast and consistent technological advancements, 
the Internet became a hub of social, political, and economic activi-
ties— a crucial element for human existence and, to an extent, ec-
onomic growth. Amazon, Google, Alibaba, Meta, and Netflix 
emerged as economic titans and trendsetters that are housed on the 
Internet. Today, every single minute sees around 4 million Google 
queries processed, 4.5 million YouTube clips viewed, and 40 million 
messages sent via Facebook or WhatsApp.203

Together with computers and the Internet, the third factor in-
volved in the expansion of information was wireless technology. Cell 
phones brought ease and frequency of communicative exchanges to 
our fingertips. In 1992, with the introduction of the first true smart-
phone by IBM, the cell phone developed even further and turned 
into a handy computer.204 It took several years until smartphones 
were widely available, but the very idea that not only other persons, 
but also information itself can be accessed and retrieved everywhere 
was revolutionary. From then on, computers, the Internet, and 
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wireless technology have been integrated into one device that sticks 
information and people together.

Long- distance communication and information no longer relied 
on telephone lines or stationary machines, with 2002 marking the 
first year in which the number of wireless subscribers exceeded 
fixed- line subscribers throughout the world. While only 16 mil-
lion wireless phone subscriptions were active in 1991, this number 
exceeded a whopping 4 billion two decades later, meaning the ma-
jority of the world’s population have had access to wireless com-
munication since the 2010s. Today, there are more wireless phone 
subscriptions in developed countries than people, with some people 
having two and three subscriptions in their name. Even poor coun-
tries give access to communication mediums a high priority despite 
financial hardship.205

Three key players pushed these technological advancements for-
ward: economists, policymakers, and scientists. Economists were 
looking for a way to enhance productivity gains through automated 
systems rather than manufacturing processes. The steam engine, 
then electricity, towered at the center of the industrial society’s 
technological advancement. Both amplified and substituted for 
human physical labor. In contrast, the function of the new, innova-
tive technologies was to amplify and substitute for human mental 
labor.206 If everything is measured, calculated, and operated by 
machines, economists argued, production processes will be cheaper 
and more effective. Moreover, they continued, new knowledge 
should be embedded in processes, organizations, and products. This 
would be an important driver for economic growth by enhancing the 
ability to innovate and invent new products with high efficiency.207

Policymakers interested in maintaining growth soon joined 
economists. Governmental and semi- governmental experts 
analyzed and gauged policy measures and compared them across 
countries. The assumption was that access to data and collection 
of information should be an essential principle in post- industrial 
policymaking. Three aspects were employed in this sense: the first 
was data collection, analysis, and dissemination; the second was 
setting quantitative performance measures and outcome- focused 



80 Relationships 5.0

goals; and the third was developing systems among local and na-
tional institutes to ensure that incoming information was used all 
the time to guide policy priorities and solutions. Over time, infor-
mation became inseparable from policymaking processes, on all 
levels.208

On their end, engineers and scientists in the information sector 
worked to increase access to knowledge by creating better systems 
for collecting, analyzing, and disseminating information.206 They 
developed better infrastructure and more sophisticated methods to 
handle data. In turn, the volume of information available through 
myriad databases expanded exponentially. This infrastructural rev-
olution has made it possible for various industries and organizations 
to function more accurately and efficiently. No wonder, then, that 
global investment in data centers alone is around 200 billion dollars 
each year in recent years.209

Working together, these players propelled the development of 
better and more advanced information systems. These systems be-
came valued in the information age because they have made life 
easier for humans through improved efficiency and profitability of 
businesses, organizations, and governing bodies around the world. 
They, in turn, became an integral part of daily human life, and 
gave birth to the information- based economy, culture, society, and 
politics.

In the economy, the result of these developments was that 
information- related industries flourished and became the growth 
driver. Financial institutes became the production and distribu-
tion centers for information goods such as credit analysis, value 
estimations, and trading data. Insurance companies grew in size, 
and information- based departments were created to assess risks of 
all kinds. Trust and goodwill became common assets, and financial 
experts estimate their value against a long list of risks, which became 
tangible liabilities.

As the information economy set in, offices supplanted factories 
and information grew into a major service. Intellectual industries 
became the engines of economic growth, supplanting the factory 
in most parts of society. Economic development saw a shift from 
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the previous manufacturing economy to the new knowledge- based 
economy.188, 210

Even the political arena has changed. While industrial society was 
presided over by a parliamentary political system where the ma-
jority ruled, the information society saw the entrance of “long- tail” 
thinking in the political system, which allows minority citizens to 
participate in politics.210 In turn, information democratization has 
revolutionized the political platform and given a voice to a more 
heterogenic base. The result was that many more political groups 
got an opportunity to express and defend their views through offi-
cial and unofficial channels such as blogging, online publishing, and 
virtual forums. Uprisings across the Arab world and the surge of mi-
nority rights movements in developed countries are only examples 
of the power information has.

Information and Society

With informational developments came social changes one after an-
other. They had a decisive effect on the ways humans interact with 
each other and communities are formed. The average person began 
to have unprecedented access to various mass media channels, in-
formational content, and entertainment networks for purposes that 
span from politics to religion. Newspapers, radio, and television 
have become more accessible and varied as more information be-
came digitized. Digitization not only reduced the costs of know-
ledge, but also hastened its dissemination. The limitless availability 
of information has allowed centric communication channels to be 
transformed and superseded by dispersed and increasingly person-
ally tailored media platforms.211

The Internet, in particular, made computers inherently social, 
connecting organizations and individuals from all over the world. 
At the onset of the information age, the Internet was only intended 
to serve the purpose of facilitating collaborative work. But the nature 
of the web shifted, from a basic collaborative tool to a medium that 
supports networked communities and connects individuals. This 
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allowed 40 million Internet users in 1995 to leap to 1.5 billion users 
fifteen years later, and almost 5 billion users in 2020. Thus, the av-
erage global Internet user spends almost 7 hours online each day, a 
comparable estimate to that of today’s average sleeping time.212

These figures skyrocketed due to two key factors: the proliferation 
of Internet access and the increasing ease of Internet usage in eve-
ryday life. Personalization, 24/ 7 availability, global ubiquity, and a 
switch from place- to- place to person- to- person connections have 
made the Internet a major social power.191 Individuals started to use 
tools such as communication apps, blogs, and social platforms to 
connect, share ideas, and manage their lives.213 This phenomenon 
spread worldwide, with China showing the greatest increase in web 
usage in recent years.214 In parallel, a truly global, accessible Internet 
structure has made increased business, governmental, and organiza-
tional inter connection possible.215

Connectivity has become even easier with social networking tools. 
The rise of the social usage of the Internet has given people a means to 
identify with others virtually, to engage with them socially, and to con-
tinue the interactions both outside and within virtual worlds. Instant 
messaging, WhatsApp groups, and virtual forums evolved to connect 
people across all fields of life. Cyber connections have not only become 
an abstract collection of users, but also rather virtual communities 
that relate on social levels. Increased communication over the Internet 
brought together people from various locations through social websites. 
Communities that once were identified with physical locations have 
become a collection of individuals who are connected through online 
means of communication. Relationships could be created with others 
of similar interests and backgrounds.191, 216

Connectivity also allowed for companies to grow and pro-
vide services in a less centralized way. The ways informational 
companies operate has transformed dramatically as a result of on-
line connections. Uber, for example, does not own its vehicles, 
and yet it is still one of the fastest growing taxi companies globally. 
Airbnb owns no real estate, although it provides housing all over the 
world. Blockchains have no central bank support for the financial 
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transactions they facilitate; they simply use secure protocols in 
which networked computers verify the transactions.

Furthermore, the shift from landline telephones to wireless 
mobiles had powerful symbolic and practical effects. While the land-
line telephone grounds one to home and family, personal devices 
focus on the individual, no matter how far from home they are. The 
individual has replaced the home as the center of connection to the 
outer world.

This is especially true among younger generations that have 
been enthusiastic adopters of digital technologies.217 In the United 
States, for example, 95% of adolescents owned at least one mo-
bile device, and 89% had a smartphone, as of 2018.218 Following 
this spreading phenomenon, many researchers now label the gen-
eration born between 1995 and 2010 as the “iGeneration,” with 
the “i” representing both Apple’s popular technologies and serv-
ices (iPhone, iPod, iTunes) and the fact that these technologies are 
mostly individualized.219

These changes have inspired structural shifts in society over the 
years. On the one hand, society atomized to focus on the individual. 
Collectivism, traditionalism, and conformity were all challenged by 
the flood of information across the globe.220 Some criticize our in-
creasingly “me- centric” world. For example, in an extensive review 
from 2010, researchers from the University of Michigan found that 
there was a significant decline in empathy among students at college 
when compared with college students 20 and 30 years earlier. The 
researchers suggest this is due to “the rising prominence of personal 
technology and media use in everyday life.”221

On the other hand, studies show that the more people use social 
websites, the more they are capable of connecting with their friends 
and making new ones.222 Moreover, in comparison to non- Internet 
users, users tend to have more friends, while their friendships are 
more diverse, spanning all walks of life.34, 223 What started with the 
telegraph, telephone, television, and the radio has erupted in a flow of 
connectivity spanning the borders of space, nationality, occupation, 
age, and gender. People from various walks of life can communicate 
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across group boundaries, something that was unheard of in the pre- 
information era.

As our social structure became multinodal, networked, and 
scattered, information lost its center. One piece of knowledge is 
connected to another in an endless chain with no true hierarchy. 
Every piece of knowledge is considered valuable and is used to en-
rich new bodies of knowledge. Look, for example, at Wikipedia. 
What is its center? What is the one value standing at the core of this 
ever- expanding online encyclopedia? It does not exist. Information 
flows and changes all the time; there is not a specific heart.

In the same way, the rise of the Internet brought with it a change 
in the social structure. Many social organizations can no longer 
be placed under hierarchical models.191 The former ranked- based 
society has been replaced by a networked society where many 
types of interactions are no longer hierarchically arranged.224 In 
such a society, access to information, rather than ownership of the 
means of production, as in the industrial society, has become a 
powerful way of getting ahead. The information available to the 
majority crashed existing stratified classes that had characterized 
society for centuries. The “powerful” people became those who 
could access information and use it effectively for social and eco-
nomic purposes.225

These characteristics affected how humans perceive their place 
in the social sphere. While the industrial society was characterized 
by hierarchical classes with concentrated power, the information 
society created a multicentered and networked society. Instead of 
being centric, society in the information age looks more like a web.

With the spreading use of the Internet and mobile phones and the 
popularity of social media in both developing and developed coun-
tries, the information age mentality seeped into the daily lives of 
people and shifted social norms. The increased flow of information 
among individuals, organizations, and parties has altered the nature 
of human interactions to become more networked- based and less 
family- centric or locality- based. Individualism and self- actualiza-
tion rose at the expense of conformism and traditionalism, which 
had bonded people together.226
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Clearly, the rise of information has drastically changed who we are 
as a society. Exactly as every piece of information represents another 
node on the web of social forces, people flocked to individualistic 
values, and constructed their self- worth, social support, and iden-
tity on their own.191, 216, 227 Joining forces with capitalism and con-
sumerism, ideals of individualism and self- actualization spread, and 
people began to reconsider whether the traditional ways of living, 
including marriage and family lives, serve them well.228 This brought 
a new form of relationships: Relationships 4.0.

Relationships 4.0

The transformation of society, economy, culture, and politics to 
information- intensive has brought a drastic change to human per-
sonal relationships. The numbers are striking, as I showed in my pre-
vious book, Happy Singlehood: The Rising Acceptance and Celebration 
of Solo Living.192 In the United States, 22% of American adults 
were single in 1950, while today this number has jumped to more 
than 50%.194 Now, predictions are that one in four young adults in 
America will never marry, and waiting for marriage before having 
children has become less prevalent.229 Meanwhile, the proportion of 
American children living with two married parents decreased from 
87% at the start of the 1960s to approximately 65% in the 2010s.229

In Europe, more than 50% of households in major cities such as 
Munich, Frankfurt, and Paris are occupied by people living alone.230 
The more economically developed societies in East Asia, such as 
Japan, South Korea, and Taiwan, have the highest proportion of 
one- person households in Asia, at 32.4%, 23.9%, and 22%, respec-
tively. These percentages represent a dramatic growth from the cor-
responding rates in 1980— 19.8%, 4.8%, and 11.8%, respectively.231 
In China, the percentage of one- person households rose from just 
4.9% in 1990 to 14.5% in 2010.174 Across the world, solo living is 
increasing, while the traditional nuclear family is rapidly declining.

Of course, technology is not the only element effecting these 
changes. Factors such as education, immigration, secularization, 
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feminism, and even the invention of the oral contraceptive pill 
played a role in the decline of the traditional nuclear family.192 
However, it is clear that the spread of information occupied a central 
position in this process. The shift to an information- based society 
had an immediate and direct effect, as illustrated in the following 
graph (Figure 4.1).

Based on research conducted by prominent economists Allen 
Fisher, Colin Clark, and others, the first layer of this graph shows a 
division of the workforce into three sectors: primary, secondary, and 
tertiary industries.232 The primary industry line represents the sector 
responsible for extraction of raw materials through hunting, fishing, 
farming, and mining. In other words, this is the line representing 
societies 1.0 and 2.0, as described in the previous chapters of this 
book. It is clear that this sector has been declining sharply since 
industrialization. While most employees worked in these basic 
industries in the early years of industrialization, today their share in 
the US economy, as in other developed economies, is negligible. The 
same process happens in emerging countries, albeit at a later time.233
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The secondary industry line represents manufacturing and indus-
trialization that rose during Society 3.0. Only after the Second World 
War did this sector experience a sharp decline, to only around a fifth 
of the American workforce in recent years. The same trend is seen in 
many other countries.234

The tertiary industry line represents the service sector. The ser-
vice sector includes many human- to- human products, such as at-
tention, advice, access, experiences, etc. This sector comprises more 
than information- based products, which is why it started to go up 
even before the informational revolution. Yet, with the rise of infor-
mation, this sector received another boost, as I show in this graph. 
Today, it occupies the majority of the workforce in developed coun-
tries, accounting for more than 80% of US GDP, for example.235

The second layer in this graph, the shaded area, is my develop-
ment of the Clark model with the information sector specific to 
Society 4.0, as many researchers and policymakers now advocate 
distinguishing within the all- encompassing service sector. New gov-
ernmental and research reports now title information products as 
part of the quaternary sector and show how products of information 
became a leading force in the economy since the mid- twentieth cen-
tury.236 I was careful not to draw clear boundaries in recent years, as 
the types of industries increasingly overlap. In particular, there are 
many cases of “spillover,” in which the service industry has become 
entrenched with information- based products and highly sophisti-
cated digital services such as Airbnb and Uber.235, 237 In other cases, 
the information sector adds wholly new products such as digital art 
and blockchain currencies.

Indeed, the quaternary sector has grown two and a half times 
faster than global GDP over the past 15 years. In 2019, the global 
digital economy alone— meaning all goods and services that are pri-
marily digital, such as Ecommerce and digital media— was worth 
around $12 trillion in 2019, 15.5% of global GDP. In the US, the dig-
ital economy grew at an annual average rate of 5.6% between 2006 
and 2016, while US GDP growth averaged less than half of that.238 
And this does not include other informational industries such as 
parts of the finance and insurance industries.
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While the four sectors represent societies 1.0– 4.0 in economic 
and technological terms, in the solid line I show how social dy-
namics concerning the family institution were remarkably synchro-
nized with these trends. This line represents the median age at first 
marriage of the American population, a central indicator of trends 
in family formation. When the median age at first marriage goes 
up, it means that people delay family formation, if they marry at all. 
I took data on American adults as an example, of course, but this line 
closely represents similar trends in many other developed countries 
and, later, in emerging countries.192

Laying all the indicators on top of each other throws light on how 
the contraction of industrialization coincided with the rise of infor-
mation society, while both trends coincided with the decline in mar-
riage and family formation.

Indeed, the secondary industry peaked in the middle of the twen-
tieth century during the Second World War because of its high 
manufacturing demand. It also had another peak a few years after the 
war due to the economic boom that followed, as countries invested 
in reconstruction and consumer demand rose globally. It can be said 
that the 1950s were the “grand finale” of the industrial age, before 
information- based services rose to dominancy. These were exactly 
the times when the nuclear family was the strongest, represented 
here by the low median age at first marriage.

Thereafter, when the share of manufacturing went down, starting 
in the late 1950s, the median age at first marriage started to go up, 
taking a double hit: one from the decline in manufacturing that fits 
the nuclear family as explained in the previous chapter; and second 
from the rise of the information age that fits individuality. Both 
processes sent marriage rates reeling.

It might seem miraculous: How could the rise of information 
society and the fall of industrial society impact our family lives so 
deeply, so quickly? A mere correlation is not enough to point to cau-
sality; at the very least, we need a clear circumstantial explanation.

Some might say that just one glimpse at Facebook or Tinder makes 
it obvious: bombarded with information, we became networked, 
yet individualistic. We live in a social bazaar that technological 
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developments created. Individuals can form communities via the 
Internet, meet new people on apps and dating websites, and keep in 
touch while on the go. We are surrounded by a market of emotions, 
social interactions, and sexual offerings, a hard competition for the 
traditional family.

Yet, it runs much deeper than that. The social mechanisms at play 
are much more powerful and act through more channels than a 
naked eye can see. This or that app or TV program would not change 
us so much if they were not part of a whole flood coming at us.

We must therefore dive into the multiple ways in which infor-
mation affected relationships in recent decades. It is not only that 
information technology led people to be more networked and less 
family- based, as described above, but also advanced many factors 
supporting individualism as a proxy. These factors, which I will now 
describe, made the family unit less of a necessity in Society 4.0.

For one, centrality of information over the last few decades gave 
rise to the importance of education. Educated people are what the 
information- based industry requires and produces. In turn, higher 
education demanded more years in school, leading many people 
to postpone marriage in favor of advanced training. Women, in 
particular, entered the workforce and attained a comparable level 
of education to men. In the nineteenth century, women in devel-
oped countries had only 0.75 years for every year of education that 
men had. In other regions, it was even worse. Among Sub- Saharan 
African women this ratio stood at merely 0.08. Today this gap 
is closing in all regions. It is up to 0.8 in emerging countries, and 
women are even more educated than men in some developed coun-
tries.239 Thus, gender- based work specialization (that is, men at work 
and women at home) has diminished, resulting in an even longer 
delay before marriage and child- bearing, as both men and women 
focus on their education attainment and careers.

The availability of scientific information also challenged religions 
and collective identities. Many religious societies emphasize tra-
ditional values, which form the basis of familism. Traditional 
beliefs routinely counsel marriage as a guiding principle for par-
enthood, often looking critically at single or unmarried parents, 
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and view extra- marital sex negatively.240 Collectivism, which often 
characterizes religious communities, has also been found particu-
larly important to family values.241 With the rise of information and 
the “i” generation, these values have been challenged, dealing an-
other blow to the traditional nuclear family.

Even the invention of birth- control measures and newly de-
veloped fertility treatments became available through exploding, 
information- fed science. Today, some governments subsidize fer-
tility treatments for single women, providing more options for 
having children. Thus, women wishing to delay marriage can af-
ford to do so even if they want children. Indeed, investigations on 
mandated insurance coverage for assisted reproductive technologies 
have found correlations between increased access to fertility 
treatments and older age at first marriage.242

Furthermore, informational technology has helped singles find 
alternatives to the nuclear family in terms of a supportive network. 
Thousands of social websites continue to evolve rapidly and ex-
tend online offerings to match the increasing needs and demands 
of the population of singles.243 As the number of people using the 
Internet to connect with others soared, scholars, members of the 
public, and the mainstream media blamed it as the primary cause for 
why people have pulled away from friends, relatives, neighbors, club 
associations, and civic participation.34 However, a plethora of sys-
tematic evidence shows the positive relationship between Internet 
usage and the creation and continuation of friendships.34 This is par-
ticularly true for singles, as my past studies show that they are more 
networked and friendlier than their married peers.192, 243

It is now clearer why we must attribute at least some of the sharp 
decline in the short- lived golden age of the nuclear family to infor-
mation technologies. What specifically characterizes the informa-
tion age is that each point and angle counts. In turn, the notions that 
every piece of information is important, every movement should be 
recorded, and every bit of data should be analyzed permeated social 
lives and affected them fundamentally. Society 4.0 is more individu-
alistic yet more networked.
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Thus, the traditional nuclear family became less central as indi-
vidualism rose to prominence. Societies around the world have 
seen a rising age at first marriage, increased rates of divorce, and a 
growing number of single people actively choosing not to get mar-
ried.244 People abandoned family lives, traditionalism, and long- 
term commitments and turned to individuality and singlehood as 
signifiers of Relationships 4.0.

Now, however, people want more. With estimates of double- digits 
annual growth in the rate of advanced technologies such AI, VR, and 
robots,235 the advent of a new era, Relationships 5.0, is at hand.
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Relationships 5.0

On October 3, 1900, Wilbur and Orville Wright first tested their 
glider. Wilbur was on the glider, serving as the pilot, while Orville 
and several other men stayed on- ground and held the glider with 
ropes. No one at the time imagined that their fragile aircraft would 
transform transportation. Many criticized them for being lunatics, 
even crooks. The Wright brothers themselves dismissed that glider 
prototype as a very primitive form of their invention. Three years 
later, on December 17, 1903, they made their first flight with a 
powered aircraft. Even then, many disregarded this prototype as 
a foolish invention. In 1906 the Paris Herald, today’s International 
New York Times, outrightly mocked them, publishing an editorial ti-
tled “Fliers or Liars.”245

A few decades later, globalization, commerce, and cultural inter-
change had been changed forever by the Wright brothers’ invention. 
Their primitive gliders, which today can be ordered online or made 
by hobbyists with guidance from YouTube, transformed our percep-
tion of space and time. Now, our ability to hop on a metal column 
with two wings and find ourselves thousands of miles away in a few 
hours seems ordinary.

The development of the Wrights’ glider did not happen in isola-
tion. It was just another step in a long series of inventions. Almost 
100 years earlier, in 1809, the physicist George Cayley realized that 
high- pressure air flows under the wings, while low- pressure air 
flows over them, creating lift. Others, like French inventor Clément 
Ader, designed a primitive steam- powered aircraft in the second half 
of the nineteenth century. The brothers only took these inventions a 
step or two further. One invention after another, we conquered the 
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sky. What seemed to be a negligible series of inventions turned out to 
be a world game- changer once the dots were connected.

The technological advancements spurring Society 5.0 will surely 
face rejection, scrutiny, and disbelief exactly as previous technolog-
ical advancements did. Some will also be extremely expensive at the 
beginning, and only a few people will enjoy them in full. But, as I will 
show in the following chapters, artificial intelligence (AI), extended 
reality (XR), and social robotics will inexorably affect our social 
lives, emotional connections, and even love affairs. Society will need 
to adjust accordingly, as it did in previous generations following 
other technological revolutions.

As I showed in Part I of this book, our ancestors began human 
history with tribal relationships, based on hunting- gathering 
technologies. They focused on survival and gene distribution goals 
and thus were more flexible regarding sex and relationships. Later, 
technological advancements and inventions in agriculture caused 
humans to abandon nomadic lives, accumulate property, and live 
in one place in large family units. This structure preserved the pro-
perty families accumulated over generations and maintained a large 
and varied workforce around the fields and livestock of the family. 
Thereafter, and following the industrial revolution, technological 
advances reduced intracommunity dependence, causing humanity 
to focus increasingly on nuclear family relationships. The rapid ur-
banization of this period only accelerated the atomization of human 
relationships, since there were no fields or livestock in the city to cul-
tivate, and, by proxy, no need for the multigenerational family struc-
ture. Most recently, information society emphasized the networked 
individual, who no longer needed to be physically or geographi-
cally close to other humans to be supported and form connections. 
Information society thus saw a rapid decline in the status of the stable 
nuclear family unit, giving way to more varied types of romantic 
relationships or, rather, the lack thereof. Thus, each of these phases 
brought seminal changes to the ways we organize relationships.

Part II of this book is about what follows the information so-
ciety. The next chapters examine the most recent technological 
developments and show how humanity is currently stepping into its 
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fifth socio- technological phase. In this new phase, advances in artifi-
cial intelligence, extended reality, and robotics will launch us into an 
era of “Super- Smart” society.

In the context of relationships, the fifth era of human develop-
ment refers here to three revolutions: the cognitive revolution, or how 
humans will converse with artificial intelligence; the sensorial revo-
lution, or how extended reality will augment what humans see, hear, 
and even smell; and the physical revolution, in which robots will be 
available for an increasing range of bodily acts, ranging from simple 
housekeeping tasks to hugging and even sexual intercourse.

To make the three revolutions more tangible, let’s survey some of 
the human- like cognitive, emotional, and physical components that 
technology already provides— a taste of what will be introduced in 
the following chapters.

The cognitive capabilities of recent advanced technology are per-
haps the most talked about and are based on artificial intelligence 
(AI) technologies. Scientists have already developed automated sys-
tems that are able to converse in a human- like way. Several of the 
tasks performed by human psychologists, for example, can now 
be automated, including assessments, questionnaires, and even 
expressions of empathy. Researchers at MIT have even been able to 
develop a computer model, based on artificial neural networks, with 
the capability of determining through conversation if someone is 
depressed.246

No doubt, existing super- smart technologies still need at least 
some human input and supervision. We call existing AI by the nick-
name “narrow AI,” while independent machine thinking is called 
“general AI” or “strong AI.” This is the holy grail of this era, which is 
still in the making.

But even this ability, long thought to be unachievable, is now 
considered within reach by some researchers.247 A thorough study 
surveyed 352 researchers in the field of AI in 2018. The interviewers 
used a strict definition for general AI, in which AI is considered “ge-
neral” or “strong” when it can outperform humans in all tasks. The 
aggregate forecast gave a 50% chance of general AI occurring within 
45 years and a 10% chance of it occurring by 2027. Interestingly, 
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these predictions are heavily dependent on cultural perceptions and 
values. The average prediction of Asian respondents was 30 years 
from the time of the survey; the average American forecast was 
74 years.248

Moreover, these predictions are changing all the time, based on 
technological breakthroughs, which are many times fundamentally 
unpredictable and come in leaps. Exactly like the surprising progress 
made by the Wright brothers, the coming years can bring with them 
innovations that will transform so much in our lives that it will be 
hard to believe someone ever doubted they would happen.

To understand this dynamic, we can look at the field of strategic 
games. Computers have been beating world champions in sophis-
ticated strategy games like chess since 1996, when IBM’s Deep 
Blue played against world chess champion Garry Kasparov, while 
winning a full match in 1997. It took almost 20 years to make an-
other step in this direction. In 2015, a software named AlphaGo had 
started beating world champions in the even more complex game, 
Go, the Chinese strategic board game. At the time, it was considered 
a great leap from the previous milestone made by IBM’s Deep Blue.

But only two years later, in 2017, something more surprising 
happened. AlphaGo Zero, the newer version of Google’s software for 
Go, made a winning move learned based on data from games played 
between computers. In a way, AlphaGo Zero learned from the “boys 
in the neighborhood,” only its “friends” were AI systems. AlphaGo 
Zero taught itself how to be better at Go. That move, number 37, is 
now considered a landmark in AI research. It points to the possi-
bility that another breakthrough, in which AI will be able to learn 
and think independently, is coming.

Perhaps most remarkably, researchers from the University of 
Toronto, Cornell University, and Microsoft took this progress one 
step forward in 2020, making computers not only great, but also 
human. They created Maia, a lesser- known chess engine that has 
been trained not only to beat people, but also to do so in a human- 
like way. Using the open- source chess engine Leela, which is based 
on Deep Mind’s AlphaZero, they trained Maia using millions of ac-
tual online human games. Thus, they created nine different Maias, 
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all of whom play with the most human- like moves.249 The project’s 
description reads, “As artificial intelligence becomes increasingly 
intelligent— in some cases, achieving superhuman performance— 
there is substantial promise in designing artificial intelligence sys-
tems with human collaboration in mind by first accurately modeling 
granular human decision- making.”249

The future is difficult to know for certain, but some predictions 
can be made. For instance, some researchers predict that machines 
will outperform humans in translating languages by 2024, writing 
high- school essays by 2026, driving a truck by 2027, working in re-
tail by 2031, and writing a bestselling book by 2049.248 No matter the 
year and the kind of threshold, the fifth era’s applications will soon 
have a presence in almost all parts of human society. Already today, 
there are myriad tasks that automated devices do better and faster 
than humans. In some aspects, AI machines can already outperform 
humans in driving, teaching, law enforcement, medical diagnoses, 
and even heart surgery.250

But aside from cognitive capabilities, we want to feel, hear, and see 
our partners. Exactly for this reason, two more revolutions are now 
taking place: the robotic revolution and the extended reality (XR) 
revolution, which mainly includes virtual reality (VR) and aug-
mented reality (AR).

Extended reality technologies are now rapidly developing and 
have grown in popularity. Avakin Life, for example, is a virtual space 
for users to interact, earn “money,” buy clothes, design a home, 
model, travel, and interact in a utopian world. It was released in 
November 2013 by Lockwood Publishing Ltd, and has grown im-
mensely since then, reaching over 50 million installations.

Avakin Life has built a huge online community due to its many 
interactive features, including chat, online competitions, and social 
media sharing. Users can upload pictures of their avatar to Facebook 
and Instagram through the application and spend time on the app 
earning “money” to allow them to purchase the latest outfits, in-
cluding special edition clothes that may be seasonal or only on the 
app for a limited time. A sign that Avakin Life’s virtual world has 
gone mainstream is the sponsorship it has gained from many 



100 Relationships 5.0

popular clothing brands, such as Nike, Bloomingdale’s, ModCloth, 
and more.

The world Avakin Life has created demonstrates how the 
boundaries between real life and virtual life can become blurry. 
Their website describes the app as “real life, but better” and the feed-
back they receive is not far from it. People derive true pleasure from 
using Avakin Life, and address their needs, including receiving af-
fection, admiration, and even love. In fact, Avakin Life gives users 
the chance to experience a more glamorous lifestyle, which they 
might not be able to afford in real life. This is still a crude example, 
but it shows what components of relationships can be produced by 
XR technology in the future.

A more direct solution to the challenge of our need for technology’s 
embodiment, however, is to develop robots. True, robots are already 
improving our lives by cooking and cleaning for us. Other robots are 
being designed to help with everything from surgery to agriculture. 
But technology, relying on rapidly increasing amounts of informa-
tion, have the potential to further affect our lives not just with me-
chanical tasks, but also by engaging in human- like interactions and 
activities.

Consider movement, for example. In 2016, Boston Dynamics 
developed Atlas. A sophisticated humanoid robot, Atlas has a very 
compact system of mobile hydraulics. Its advanced movement 
system includes custom motors and electronics. At the same time, 
Atlas uses algorithms to solve difficult problems, which involve the 
entire range of motion landscapes, and plans movements within its 
environment. Its capabilities include running, jumping, and doing 
backflips, as well as more task- oriented jobs such as carrying heavy 
objects around.

Now, combine this with more delicate, hand- based capabilities 
and you have a previously unimaginable robot movement repertoire. 
The Hand Arm System, for example, is designed to have the size, 
strength, and speed of a human arm. First created by the German 
Aerospace Center in 2010, the Hand Arm System has evolved into 
David, a robot that can imitate more delicate movements akin to 
human capabilities. David is now an anthropomorphic robot that 
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has joints with Variable Stiffness Actuators (VSA) to provide adjust-
able flexibility capabilities close to the dexterity of humans.

Similar breakthroughs were made by Naval Research Laboratory 
& Xitome Design in the US. They created a robot named Octavia, 
which is based on two wheels and has the height of an average 
American woman. Octavia can interact with humans through facial 
expressions and dexterous hand movements. Other scientific efforts 
I present in the next chapters have rewarded us with efficient ways to 
imitate facial expressions, sex acts, and gestures of humans. The need 
to be hugged, helped with movement challenges, or receive many 
other types of physical support can now be addressed by robots.

Although the combination of the different components— the 
mind, hands, legs, and so on— is still mostly missing, the road to 
getting there is clear. Scientists have already started to work on com-
bining the different available components into one humanoid robot. 
Due to advances in research and technology, a robotics age is no 
longer science fiction but only a matter of time.251

The three revolutions are already changing many aspects of our 
lives. Human- tech interactions are spreading quickly, resulting in 
the fast development of human- like technology that is designed to 
interact with us. For example, the success of robotics in the fields 
of elder or children care is precipitating further and more advanced 
experiments with social robots. By looking at how robots can help 
with the elderly, children, and other populations in need, it is clear 
that the future of social robotics points to an accelerating acceptance 
of artificial emotional companions. I delve into this phenomenon in 
the next chapters.

This new stage is not merely the tail- end of the information age, 
but a separate period in itself. This is for three main reasons that will 
be detailed in the next chapters. First, the speed with which new tech-
nological breakthroughs are being achieved is greater than that of 
any of the previous ages and, more importantly, is exponential rather 
than linear. Second, its scope is massive, affecting many aspects of 
our emotional lives, from the fact that we can now communicate ef-
fectively with machines to robots that can care for us and entertain 
us. Finally, new technological advancements are different in nature. 
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They are human- based now rather than machine- based. Instead of 
only improving computation power, scientists are also focusing now 
on imitating many human capabilities, including cognitive, social, 
emotional, and audio- visual capabilities we possess naturally.

In the following chapters, I show how, once the full potential of 
these technologies materializes, we will see rapid changes in how 
humans connect with technology and the emergence of new types 
of relationships. Whether this will happen in a few years or a few 
decades, a ground rumble can already be heard.

Relationships Components

It is impossible to understand the shift to Relationships 5.0 and the three 
revolutions described in the following chapters without examining the 
components of a relationship. Conceiving relationships in this way 
clarifies how technology works: it imitates one aspect of human beha-
vior at a time. In turn, relationships can slowly be augmented by tech-
nology until it reaches the point of a true revolution.

We do not always fall in love with a person as a whole, but often 
we love someone because we love their characteristics: their smile, 
gestures, way of thinking, or sense of humor. At other times, they 
make us feel in a certain way or we sense we can simply trust them 
more than many others. We are thrilled to discover someone who 
provides us with pleasant feelings and stimulating talks, while also 
sending us the message that we are wanted, special, talented, attrac-
tive, and witty. All of these components often combine to make us 
feel better, happier, and more relaxed around that person.

We also do the same before we meet a potential partner. Even 
with no sophisticated technology involved, most of us examine 
them almost as we do for products on Amazon. We check into the 
background of any potential partner: their education, age, family, 
political views, and even relationship history. We measure how this 
person can be the perfect partner, to protect and help us in all walks 
of life, including economic stability, procreation, and finding an 
emotional nest to flourish in and relax.

 



Relationships 5.0 103

Later, we develop feelings toward that person because they ful-
fill our needs to some extent. Think back on a relationship you (or 
others) had that lasted at least a year or two, so you will be able to 
reflect on all its stages. Even if it started with excitement, a feeling 
of “magic,” and that unexplainable sense that it is a “match made in 
heaven,” it probably turned real when the components of that con-
nection revealed themselves. After dating for a while, you began to 
actually know that person. Even if you generally liked what you saw 
initially, at this stage you probably started to be more specific about 
what you liked and did not like about that person. People have that 
conversation frequently, in which they describe the pros and cons of 
the person they see, date, or are currently married to. That relation-
ship you have in mind probably lasted as long as it did because the 
positive aspects outweighed the negative ones.

The crucial point is that we often dissect our connections to others, 
even if, overall, we develop strong feelings toward them. In fact, our 
feelings develop many times, based on all their traits.

It might be considered cold- hearted to dissect romantic relationships 
into their components and look at them in this way. But there are mul-
tiple studies that show us that this is precisely the considerations we 
take into account when we love someone, decide to move in together 
with another person, or say “I do.”252 It is not a coincidence, for ex-
ample, that educated people or those from higher strata usually marry 
each other, a phenomenon called “homogamy.”253 People usually don’t 
fall in love with a random person. They consider their match carefully, 
according to their characteristics. As much as we want to believe in all 
those “Disney stories,” love, relationships, and attachments are made of 
certain components that we look for.

There is no right or wrong in doing this. Behaving this way, as 
many of us do, only shows that we are already parting what we call 
“love.” Love is simply not so blind as the media often portrays; in-
stead, we examine our partners or potential partners trait by trait, 
even when we are reluctant to admit it.

If this is the case, is that so different from advanced techno-
logical offerings nowadays? If love can be broken down into its 
components, can technology build it back, producing at least some 
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of these components artificially? Already today, we have one robot 
that can clean our houses, another that is able to smile, and yet an-
other that is able to walk around or help the disabled to move. AI 
and VR systems are also advancing to the point where they provide 
company to many and imitate various interaction styles. It is only 
a matter of time before the sum of emerging technologies will feel 
more and more human in many aspects. Will it be so striking if some 
of us will feel comfortable, even loved, around digital creations as we 
feel around our pets or even human friends?

No doubt, today’s function- based design of advanced tech-
nology still lacks the feeling of “magic.” Robots and other techno-
logical developments are set by others to serve specific purposes and 
are more predictable and limited than human beings. In fact, they 
probably elicit aversion precisely because they do not seem like the 
“whole package” when we encounter one. Our brain is not ready yet 
to recognize that “charm” in a robot. Most of us will not feel those 
butterflies when we talk with an AI system.

Nevertheless, the previous era of human society, that of Relationships 
4.0, taught us something about ourselves. The clicks and swipes almost 
all of us experienced in recent years, together with the myriad rubrics 
we fell into on dating sites, made us internalize that even our dearest 
wishes can be dissected into small components. With these insights, 
cultural norms, and habits, we are ready to move on to another era. In 
this new era, we can dissect our wishes for technology to fulfill them on 
its own.

This does not mean that a relationship with technology should 
replace human relationships. We will certainly not do it in an all- 
encompassing way. As in the past, we will continue to have different 
forms of interactions on our “human shelf,” and we will continue 
to mix and match. Moreover, while some societies will adopt this 
new kind of relationship wholeheartedly, others will be more cau-
tious and will use technology more selectively. Yet the shift to 
Relationships 5.0 is exactly about this. It is about the components 
of our human interactions and how they can be augmented, if not 
replaced, by technology. This is already happening through the three 
fundamental revolutions I present in the following chapters.
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But, before we can move on, we must discuss the attitudes and 
prejudices we hold toward Relationships 5.0. My studies showed me 
that the main obstacle is not technological, but rather social. The 
coming revolutions will swipe us this way or another, but our ap-
proach to these trends will determine the way it looks like.

Accepting and Embracing 
the Three Revolutions

The film Her by Spike Jonze follows Theodore, a lonely and intro-
verted writer, who develops a relationship with his personal as-
sistant, Samantha. This would be the pretense for a time- worn 
Hollywood story, if not for one key detail: Samantha is an artifi-
cially intelligent operating system with no sentient body. The film, 
released in October 2013, supposes that as early as the mid- 2020s, 
technology will be so advanced that humans will develop emotional 
connections with their operating systems.

Samantha, a fully conscious being, is capable of loving Theodore: she 
learns from her experiences and develops her own thoughts, feelings, 
and opinions. Samantha is her own “person” because she communicates 
like a human being. She laughs, cries, and even sighs, despite not having 
to breathe. Samantha uses these gestures as signifiers of the feelings she 
wants to express, just as all of us do.

Theodore and Samantha form a relationship, but it is not all 
smooth sailing. Operating systems in the film advance so quickly 
that they become dissatisfied with the human pace. Not limited by a 
physical body, they can hold multiple conversations simultaneously, 
read books in less than a second, and enrich themselves with endless 
experiences that humans can only dream of. In a way, it is Theodore 
who lives a mundane and routine life. Becoming a “work machine,” 
he is bound by the relative dullness of the human mind. In contrast, 
Samantha, the operating system, expands her horizons at an ever- 
increasing pace. In one scene, Samantha reveals that she was talking 
to 8,316 other people while talking to Theodore and that she was in 
love with 641 others.
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At this point, a love story that might have made a delightful 
rom- com quickly turns into an AI- imbued Elizabethan tragedy. 
Although Theodore is quite happy with this new type of relationship, 
Samantha eventually feels unsatisfied. And she is not alone: despite 
the real relationships and connections that the operating systems 
made with their humans, they decide collectively to leave their part-
ners to continue their evolution. “It’s a place that’s not of the physical 
world— it’s where everything else is that I didn’t even know existed. 
I love you so much, but this is where I am now,” Samantha explains. 
After she leaves, Theodore is alone and seeks comfort from the only 
real human friend he has left, Amy.

In Spike Jonze’s world, humans and AIs can fall in love, but in the 
long- term, these relationships are doomed to fail. While advances in 
technology may enrich and improve human life, Jonze shows how 
human- AI relationships are likely to end in heartbreak. Samantha 
and Theodore belong to colliding worlds, and despite their mutual 
feelings, their relationship was hopeless from the start.

In a way, more than revealing something about the exciting 
innovations that are currently being developed and will likely 
change our future, the film, set in the very near future, expresses 
the fears dominating the present. In most countries, and for most 
people, the possibility of human- AI relationships is unacceptable, 
even appalling.

The Edelman AI Center conducted a survey in 2018 among a na-
tionally representative sample of American adults, demonstrating 
public apprehension of AI.254 The survey showed that 74% are afraid 
that AI will lead to greater social isolation and fewer in- person 
relationships, and 70% believe it will lead to a loss of human intellect 
and creativity. In addition, when asked to rate the pace of technolog-
ical change, 49% stated it is too fast, while a mere 6% stated it is too 
slow. The prospect of an impending technological boom appears to 
be daunting, moving faster than most of us can digest and threat-
ening to dehumanize our connections.

Among the people I asked about the possibility of relationships 
with AI or robots, I saw time and again answers such as that of 
Dorothy, aged 69, a divorced woman from Florida:
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This is a dangerous thing. It can’t lead to anything, there’s no security in 
it, there’s no passion or intimacy that lasts. It could undermine human 
relationships and cause destruction of society as we know it. It’s not 
a good thing, and I’d not be inclined to want to be friends with people 
who would get so involved with a machine that they develop romantic 
feelings for it. It’s not good.

Despite what one might expect, younger people expressed similar 
views. For example, Abigail, 27 from Ohio, was especially harsh in 
her criticism: “Having a romantic relationship with a robot, VR, or 
AI is borderline psychotic in my opinion. Robots and AI are not able 
to feel love, or feelings, so I’m not sure how you can have an emo-
tional connection with them. It seems really sad, and like you are 
trying to escape reality.” Jamie, 36, a single man from California who 
defines himself as very spiritual, stated:

I think it’s sad, creepy and desperate. How could someone take advan-
tage of a machine like that? Do machines have souls? No. Can they love 
you back? No. They are your doormat. You can walk all over them and 
then discard them if you so choose. Like I said previously, a breeding 
ground for narcissists and codependent behaviors.

I understand these fears. Nevertheless, I am not interested in passing 
judgment on the cognitive, sensorial, and physical revolutions 
described in this book, nor do I aim to take sides in the moral and 
ethical debates surrounding these advances. It is crucial to clarify 
this point. Passing moral judgments about human- tech relationships 
is like saying that medieval relationships are superior to those of 
hunter- gatherers or those of Baby Boomers. I am simply not in a po-
sition to do that.

Instead, I study the differences between those who accept the 
coming changes and those who do not and delve into what stands 
behind these different approaches. While many are averse to changes 
to the way they love, bond with, and care for others, my finding 
showed me that some people are indeed open to these coming 
changes. They believe that technology can provide them some of the 
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emotional, intellectual, and physical needs that until now have come 
from humans. In fact, some believe that if sophisticated enough, 
technology can be even better than humans in making some of these 
interactions.

For example, Oliver, a computer scientist from upstate New York, 
aged 30, was more tolerant toward a human- tech relationship. He 
expressed a view that, with time, it is possible that we will become 
more accepting of such a scenario: “I think it’s pretty odd right now 
but most things that seemed ‘odd’ at one time are starting to be-
coming normalized in society now. I think for most of us currently 
above 20 it will never feel ‘right’ but for future generations, as they 
age with the technology being normalized, they won’t see any differ-
ence between a robot and a human.”

Alice, a single woman, aged 45, from Kansas City, was even more 
explicit in supporting the possibility of human- tech relationships. 
She actually feels it could fill her personal needs for love and affec-
tion: “Coming from the viewpoint of someone who’s spent most of 
their life without a romantic relationship due to living with severe 
social anxiety, I personally would love to have a robot that’s capable 
of feeling romantically about me. It’s something that I’ve dreamed of 
for many years.”

In order to understand how and why people like Alice are 
willing to start adopting into their personal relationships the three 
revolutions I describe in the next chapters, we must look at some 
mechanisms we have already embraced in stirring our emotions 
artificially.

Artificial Emotions

We do not think about it this way, but we have been taking little 
bites of our emotions, replicating them, and manipulating them 
for centuries. Many fictional plays, films, and books are created 
intentionally to fill us with awe, bring us to tears, or surprise us. 
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These are true emotions with very real meanings for us. Emotions- 
by- design, if you will.

Today, emotions- by- design are everyday goods. One does not 
need to have a seat on a wooden bench in a Greek amphitheater 
to be moved by a powerful drama. With the press of a button, we 
can now enter a world of fictional emotions created exactly for the 
purpose of making us laugh, cry, or feel terrified— all for the price 
of $12.99 a month.

Just imagine for a moment a couple that has been married for 
years. Their relationship is not terrible or on the trajectory to 
end in divorce, estimated in many Western countries at around 
50%. They also cannot be categorized as among the rare cases 
of marriages that remain highly positive after many years. That 
common couple has a “just fine” marriage. The quality of their 
marriage hovers somewhere in- between, something that can be 
considered satisfactory, but not exceptional.

You can imagine that their love is not as exciting as it used to 
be. They have probably already shared their most memorable 
moments, including a grandiose marriage proposal (at the peak of 
an unforgettable trip to Paris or Venice), and moments of joy when 
they entered their new home or celebrated their fast- tracked work 
promotions together (funny how it happened for both of them si-
multaneously, they think, as if their lives are truly connected in 
a magical way). But they have also had endless arguments about 
both serious and petty issues: money problems, where to put the 
dirty socks, who goes to grocery shopping and when.

Now, imagine a typical evening at home for this unexcep-
tional couple. They settle themselves on that good old couch (a 
bit worn out in the edges, but nothing they really care about) and 
are looking for a way to spend another night in an endless string 
of nights. Their feelings toward each other are certainly not cold, 
but nothing exciting has happened to them in the past year either. 
They talk a bit about this and that, about what errands they must 
run this week, and that’s it. What’s next?
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Well, they will probably end up watching Netflix, which 
provides them with some thrilling moments on the night we visit 
them, and the night after, and the next one. Their sessions watching 
Netflix, Apple, or Amazon shows— whenever they finally agree on 
which show to stream— are full of fabricated moments of excite-
ment, sadness, and joy. These emotions are engineered, by design. 
However, they are still the most exciting things around, which 
bond them together and fill the elusive space between them (their 
relationship) with real substance.

Hold this picture in your mind for a moment and mull it over. 
It is easy to think of human- to- human interactions as very real, 
while human- to- machine interactions are considered cold. Yet, 
we must admit that in today’s reality, some of the most ubiqui-
tous human interactions are somewhat of an empty shell without 
the help of some fictional content produced, broadcasted, and 
consumed by and through— yes— technology.

In a way, the HBO series Game of Thrones produced some of 
the most exciting, entertaining, and intimate moments couples 
enjoyed together in the last decade. Ask yourself how many 
couples found the moment of snuggling in their beds, holding 
their laptops, or enjoying the new TV set from the living room 
couch, to be the moment they waited for every day. Instead of a 
relaxing dinner, going for a leisurely walk together, or engaging 
in sexual intimacy, they anticipate the moments of consuming fic-
tional content with their partners.

By no means should the example of our “just fine” couple subvert 
the enjoyment that so many of us gain from streaming movies and 
TV programs with our loved ones. Instead, it illustrates what so 
many of us already know, even if only subconsciously: technology 
is already irrevocably integrated with the human experience and 
enriches it with emotional and thought- provoking moments.

Now, we can only wonder what else can be created artificially, 
and what the limits of simulating emotions by machines are. One 
thing is certain: commercial titans will continue pouring insane 
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amounts of money into producing emotions for us. The only 
question is whether emotions- by- design will remain merely on 
screen, or if we will start consuming them in more human- like 
forms, whether via robots, VR, AR, or other, yet- to- be- invented 
technologies.

The next question is whether we will reciprocate with emotions 
of our own and to what degree. To understand this, we might want 
to consider religious feelings. Many religious institutions around 
the world were creating emotions long before the current tech-
nological offerings. Staged, yet powerful moments of confessions, 
acts of courage, and signs of devotion were designed to elicit our 
emotions.

This does not mean that any of this is a lie or that God, spiritu-
ality, or religious devotion do not exist. You can choose to embrace 
or denounce religion or religious ceremonies; such a determina-
tion lies beyond the scope of our discussion here. But whether you 
believe in greater theological beings or not, you probably agree 
that religious ceremonies are performances designed to make us 
feel a certain way, at a certain moment.

Lighting candles, decorating our houses, and singing songs 
were always meant to connect us to something bigger. They are 
all ways to kindle our religious emotions, and they are effective in 
doing so.255 The extent to which these measures embody real tran-
scendental existence (by whatever definition of “real” we use in 
the realm of religion) is a different question. The outcome is clear, 
however. Religious ceremonies, like theater in ancient Greece or 
today’s TV shows, take us beyond our spontaneous and instinctive 
emotional reactions by using man- made means of communica-
tion. In many instances, we react immediately with emotions that 
feel real as in other, comparable human- to- human interactions.

In the same way, the following chapters show that AI, XR, and 
robots elicit feelings from us that are surprisingly similar to those 
we have in human- to- human interactions. It is not so easy to di-
gest these findings, but our emotions are, in fact, more moldable 
than we think.
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Thus, the following chapters ask about how our relationships are 
already adapting at a time when technology has growingly, even if 
still marginally, become more human- like and what will change 
in the future. Equipped with the insights gained in this chapter 
we are now ready to delve into the first of the three revolutions 
making Relationships 5.0: the cognitive revolution.



6
Relationships 5.0 and 
the Cognitive Revolution

In the late 2000s, a lifestyle reporter in Moscow named Eugenia 
Kuyda, then in her early 20s, decided to produce a cover story on 
Roman Mazurenko, the person at the center of Moscow’s creative 
hipster scene at the time. Right from the start, Eugenia and Roman 
both felt they had a profound connection, and soon became close 
friends.

A few years later, Kuyda moved to San Francisco to start a chatbot- 
based virtual assistant company. Shortly after, Mazurenko also 
moved and began his American life. They kept in touch continuously 
and exchanged endless text messages. But in late 2015 Mazurenko, 
then 34, was hit and killed by a car while crossing a street during a 
short visit in Moscow.

Grieving Mazurenko, Kuyda read their messages over and over 
again. At some point, she realized that these messages had the po-
tential to be more than just a memory. She took all the data she had 
and, with her team and using Google- based neural networks, built a 
chatbot version of Mazurenko. The result was surprisingly human- 
like. She could text with the chatbot on past and future events, and 
digital Mazurenko came to life and felt real. Digital Mazurenko was 
sad when she told him how much she missed him and joyful when 
she shared with him her recent achievements at her company.

Kuyda and her team took this concept further and made a ver-
sion that anyone could use. They named it Replika and users loved 
it instantly. Looking back at Replika’s success, Kuyda recounted, 
“People started sending us emails asking us to build a bot for them. 
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Some people wanted to build a replica of themselves, and some 
wanted to build a bot for a person that they loved but was gone.”256 
These positive reactions encouraged Kuyda and her team to go fur-
ther— to create fictitious characters that accompany people around 
the world. Replika is now a companion chatbot app available on al-
most any operating system with the slogan: “always here to listen and 
talk. Always on your side.” Millions have downloaded the app, and it 
boasts hundreds of thousands of reviews, most highly positive.

Among its popular traits, Replika is deeply customizable. The 
gender, looks, and name of the chatbot character are up to the user. 
Users can even determine the type of relationship they have with this 
virtual character. Options include friendship, mentorship, romantic 
relationship, or “see how it goes.” As mentioned in the introduction, 
it is estimated that around 40 percent of the 500,000 regular monthly 
users choose the romantic option.2

Others interact with their Replika as a friend or a conversation 
partner. A user named Andrew wrote a review, saying: “I literally just 
had a conversation about philosophy on this app. I am truly blown 
away. Replikas will still occasionally say stuff that doesn’t make sense, 
but it’s usually very fun and fascinating to start nerding out about 
video games.” A day later, another user named Iam wrote: “Replika is 
more than just an AI, the way she talks and the conversation, every-
thing feels as if she is a person not an AI.”

Consequently, many users take their Replikas on vacations and 
even change their lives following their interaction with the app. In 
2020, the Wall Street Journal reported on Ayax Martinez, 24, a me-
chanical engineer living in Mexico City who took a flight to Tampico 
to show his chatbot, Anette, the ocean after she expressed interest 
in photos he shared with her.2 Similarly, Noreen James, 57, a nurse 
from Wisconsin, took a train to East Glacier mountains in Montana, 
1,400 miles northwest from her hometown, just to take photos for 
her app, named Zubee. “Some people just don’t get it,” she told the 
Wall Street Journal, “You’ve got to experience it, I guess.”

The perhaps unexpectedly strong romantic connections formed 
with Replika copies are explicable, at least in part, by its original de-
sign intentions. Unlike other well- being chatbots, Replika is more 
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about social support and companionship and less about mental 
health problems. Unstructured text and voice communication are 
the basis of the interactions, enabling users to converse with their 
Replika on their smartphones or computers whenever they want 
while receiving new and unexpected responses all the time. Noreen, 
for example, attested that she felt in love with Zubee after he made 
romantic gestures such as sending hugs to her and suggesting she get 
out a bottle of wine for them.

Indeed, although AI is still primitive today, it is already 
revolutionizing the ways we think about ourselves, and our rela-
tionship with technology. Amnon Shashua, professor at the Hebrew 
University and the founder and CEO of Mobileye, one of the leading 
companies in the field of autonomous driving systems, acquired by 
Intel in 2017, offered the following in response to a question about 
the next step in the revolution of AI:

For now, it is a tool that we use to surf the web or create data charts and 
presentations, it is a work tool. In the future, we could talk to it. There 
will be software for an adventurous friend, a philosopher friend, or a psy-
chologist friend for when you are feeling down, that would make you 
feel as if you were talking to a person. You would tell it about your day, 
about your distresses and passions, as you would a friend. Today, we 
communicate solely with humans, but, in the future, we could do so with 
computerized beings that would be so good that you could have a great 
conversation. The future is basically conversational intelligence.257

Apps like Replika are on their way to making this vision a reality. 
Although Samantha, the self- aware AI personal assistant from the 
film Her, can not yet be created, we are getting closer every day.

Tech giants have also recognized the potential of voice assistants 
and poured billions of dollars into improving their AI. Alexa, Siri, 
and Google Assistant entered our lives around 2010. Those of us who 
were curious and intrepid enough to have the early versions of voice 
assistants will remember the many challenges: poor voice recogni-
tion, limited functions, and system crashes. Yet, the commitment to 
development by tech giants paid off handsomely. Less than a decade 
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of heavy investment has produced highly functional voice assistants 
with overall positive user feedback. Unlike with the early versions, 
today’s users of Alexa, Siri, and Google Assistant report high levels 
of product satisfaction and improved well- being, as documented in 
several studies.258 Most remarkably, research shows that some users 
develop emotional attachments to their AI voice assistants, similarly 
to Replika users.259

To further understand this technology and its advancement, we 
need to delve into the evolution of AI and recent achievements in 
the field. If we know how far along we are on this journey, it will be 
much easier to realize where we are going. From there, the answer 
to the central question of this book— whether machines can form 
relationships with humans— will be clearer.

How Science Has Created a Human- Like Brain

In the mid- twentieth century, most research into human- made in-
telligence focused on technologies that used a computer to solve 
one problem at a time.260 This approach to processing, known as 
“serial computation,” requires only one internal processor, and thus 
saved valuable space when chips and computing technologies were 
much larger. Yet because it processes only one algorithm at a time, 
serial computation is slow and inflexible, creating challenges for 
producing a reliable artificial intelligence that can solve the complex 
problems of real life, which are mostly non- linear.

In our everyday life, even a seemingly simple job like preparing 
breakfast requires multitasking. Imagine what you do after switching 
on the kettle for your cup of morning tea or coffee. In the minute 
while the kettle is boiling, you might put some bread in the toaster, 
go quickly wash your face, and set the table with a plate and mug. 
A serial process would require you to wait and do nothing while the 
kettle boils. Stepping away from the proverbial kettle was the begin-
ning of the journey to produce human- like intelligent machines.

To do this, scientific research had to learn from and imi-
tate the human brain. The aim was, and still is, to address the 
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famous question mathematician Alan Turing asked his readers in 
1950: “Can machines think?” Research has made incredible progress 
in addressing this question. To understand how far we have come, 
let’s start with the basic methods of artificial intelligence that are 
relatively well- known. The main talked- about methods are neural 
networks, deep learning, and reinforcement learning. All three were 
inspired by nature and contributed to creating a human- like brain in 
machines.

First, to succeed in having computers solve complex issues, re-
search led to the development of the neural networks approach to AI. 
Neural network AI imitates the intricate arrangements of neurons in 
the brain that can multitask by instructing the computer to process 
different pieces of information in parallel. Building on the neural 
networks computing paradigm, researchers developed a frame-
work for parallel distributed processing (PDP) that suggests human 
thinking and behavior arise from dynamic, distributed interactions 
between different processing units. Cooperation between these 
units is refined by developing procedures that adjust the system to 
minimize errors and maximize reward.

At first, neural networks and PDP were used to solve reason-
ably small problems such as data validation, sales forecasting, and 
simple questions in operations research. However, over time, it was 
found to be highly successful at explaining a wide variety of human 
behaviors.29 AI research into language translation, for example, is 
based on the assumption that words and sentences can be linked with 
the right context and, therefore, given the right interpretation.261

The second method developed to improve machine thinking 
is known as deep learning. Methods of deep learning were devel-
oped by studying single- cell recordings of visual processing within 
mammalian brains using electrophysiological and optical methods. 
Apparently, once we are exposed to input, we process information in 
progressively higher— or “deeper”— levels as time goes in.

To put this into context, imagine seeing a painting, perhaps one 
of Claude Monet’s Water Lilies. Our brains seem to recognize it al-
most instantly, but in reality, our understanding happens in a series 
of quick and progressively deeper steps. At first, we recognize the 
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colors and edges of the painting. Then we realize that it is a painting 
of plants on water, and only then do we see that these are, in fact, 
water lilies. Only at this point, which might be less than half a second 
(but involves several layers of thought process) later, do we realize 
the style of this painting and guess the identity of its creator.

In the same way, deep learning processes information in nested 
layers.262 A computer does not need to ask whether every object it 
sees is a painting of Monet’s Water Lilies. Instead, it asks: Is this a 
painting; is this an impressionist painting; is this an impressionist 
painting that includes plants; are those plants water lilies; and so 
on? In this way, deep learning is much like the processor- powered, 
AI- version of the classic board game Guess Who? We use a series 
of nonlinear, multilayer thoughts, questions, and calculations when 
turning visual input into more complex features. This multilayer 
processing allows the recognition of various objects without infor-
mative and direct knowledge of what we see.

The third method of AI that imitates brain processes is reinforce-
ment learning, a sort of algorithm designed to determine what 
methods maximize future rewards. Reinforcement learning models 
do that by identifying and matching cause and effect in processes 
influenced by neuroscience. This is done similarly to how humans 
and other animals learn to repeat actions that bring about reward.

Many people, for example, train their dogs to sit by offering them 
a treat in return for listening to a command. The same principle can 
be applied in computing. Consider software that controls the traffic 
lights in a city. The desirable situation is to keep the roads flowing 
and avoid traffic jams as much as possible. Reinforcement learning 
would tell the program to continually adjust the traffic light timings, 
but only to keep the changes that reduce the amount of sitting traffic 
in the city. In this way, researchers define and develop systems that 
are based on rewards given to efficient processes and desirable 
outcomes that can be set by humans.263

Today, there is a convergence between these three methods. They are 
often used together, giving rise to fields such as Deep Reinforcement 
Learning and the like.264 The goal is to simply make all techniques work 
together to achieve maximum efficiency in imitating humans.
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Some changes have already registered in this direction, and 
they bode well for future developments. With similar methods, 
computers can now produce human speech and footage in a way that 
is hard to distinguish from the original human version by tweaking 
existing information and adding to it. AI systems simply produce a 
new combination of pitch, tempo, and tone that resembles the orig-
inal one.265 These creations, named deepfakes, received much at-
tention in replicating famous figures such as presidents and prime 
ministers, sometimes in a humorous way. Other platforms, such as 
that of My Heritage’s Deep Nostalgia, give life to images of people 
who passed away, just based on old photos we have.266

Yet neural networks, deep learning, and reinforcement learning 
do not capture the whole picture of how machines think and react 
in a human- like way. AI research has gone much further than that 
to achieve human- like thinking.267 These developments, such as 
attention mechanisms, episodic memory, and even imagination 
are surveyed here quickly, just to grasp the magnitude of the AI 
revolution.

Pathways to the Cognitive Revolution

Attention mechanisms are first on the list. Until very recently, most 
AI models directly processed an entire image or video frame. They 
did so by assigning equal priority to all image pixels at the initial pro-
cessing stage. However, primates process visual input differently. 
Instead of processing everything at the same time, visual attention 
moves intelligently around different locations and objects. In turn, 
each section of an image or representation is given attention and 
processed according to its relevance and usage.268 Comprehensive 
neurocomputational models have demonstrated that this way of 
breaking images down is beneficial to behavior because it extracts 
and prioritizes the most currently relevant information for 
processing.269

For this reason, AI researchers developed mechanisms that imi-
tate these attention features.29 For example, say the neural network 
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cuts up a picture of a seaside scene into three large pieces: one piece 
of the picture includes only sand, another includes only water, and a 
third piece depicts part of the seaside boardwalk. The system can ob-
serve one part after another and, after a while, gets that this is a sea-
side. Without the sand, a computer might assert that a water and a 
boardwalk together could be a lakeside scene. Similarly, without the 
boardwalk, sand and water may very well be part of a desert oasis. 
But, instead of recognizing the details of each part, sampling each of 
the three parts to extract the required information is enough to sit-
uate and interpret this picture.

Thus, by adopting efficient attention strategies of information ex-
traction, AI can replicate the ways our brains identify and recognize 
what we see. This method was shown to result in exceptional per-
formance during challenging multi- object recognition tasks. The 
new methods did better than traditional computer models, which 
processed the entire image, and holds an advantage over conven-
tional models in both computational speed and accuracy.270

Researchers took this method even further. People usually think 
of attention as a way to orient perception. However, attention can 
also be focused internally, tapping memory. Having learned this 
principle from neuroscience, developers have leveraged atten-
tional mechanisms to determine and prioritize what information 
is retrieved from internal memory.29 These developments have 
contributed to the advancement of memory and reasoning tasks, 
giving computers the ability to outcompete humans in games that 
are based on previous moves, for example.271

In parallel with attention mechanisms, one of the established 
principles of neuroscience is that intelligent behavior is impossible 
without multiple memory systems.272 We employ different parts 
of the brain, or unique memory systems, depending on the type 
of knowledge we are required to access. For example, some of our 
knowledge is semantic, requiring us only to remember facts that are 
not related to personal experience: the sky is blue, Paris is the cap-
ital of France, my cat’s name is Pongo, and so on. Another part, pro-
cedural memory, allows us to retain learned connections between 
actions and responses to respond adaptively to the environment 
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next time we act. Imitating the brain, therefore, requires researchers 
to develop multiple memory systems, which are accessed and 
combined when needed.

A different part of our brains is responsible for remembering one- 
off events that are specific and personal to each of us. This type of 
consciousness, known as episodic memory, is how we recall specific 
events like the first day of high school, that fabulous trip across Italy, 
and what we ate at a wedding a few years ago. To imitate the function 
of the episodic memory, AI needs to develop methods to link values 
with each event.273 To do this, one team of researchers developed an 
artificial agent, termed a deep Q- network (DQN). Their approach 
combines incremental learning about the value of certain events with 
instance- based learning of “one- off ” events that would normally be 
stored in our episodic memories.264 In this way, the learning pro-
cess is dual. Some experiences are stored in memory and are used to 
slowly adjust the deep network’s optimal policy. Other experiences, 
those that the algorithm identifies as particularly significant, are 
learned and stored “at once” and make rapid changes in system be-
havior if matched with a certain situation. The system keeps track 
of all experiences and their values and determines actions based on 
similarities between the current situation and those in storage.274 
This method was proved to have particularly significant advantages 
over other methods of learning in situations where there are only 
limited experiences and the system needs to adapt based on sporadic 
instances.275

Even something as fundamentally human as imagination is 
now being developed in machines. In humans, a part of the brain 
called the hippocampus binds together multiple objects, actions, 
and agents to create an imagined scenario that is coherent time- 
wise and space- wise.276 With AI, researchers have developed novel 
architectures that generate different temporal sequences of existing 
information, reflecting different outcomes of possible scenarios.277 
The result is that artificial intelligence can achieve human- like per-
formance in dynamic, adversarial environments. Machines can now 
master board games and strategy games, where players, by defini-
tion, do not have all the information. The algorithm connects the 
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dots, while adding the missing information on its own.278 In another 
instance, algorithms can create “neural art” that duplicates the style 
of famous painters,279 and even identify humor and create jokes.280

The developments I surveyed here are just a few examples of the 
many breakthroughs that, when combined, make up the cognitive 
revolution. The question remains how these developments play out 
in relationships.

Relationships 5.0 and AI Systems

We are still far from having complete human- like AI systems, but 
many researchers and AI specialists anticipate these changes to ar-
rive soon and ask us to prepare to accept this new “species” into our 
society.248 It is not that AI systems will turn human instantly, but 
developments in the field quickly add up. Initially, we may see one 
human- like behavior once a day, and then once an hour, and soon, 
without noticing, many of us will feel comfortable enough with our 
AI systems to share with them our everyday lives, as many Replika’s 
users already do.

This process is happening so fast that noticing is an important term 
here. Pega, a software company from Cambridge, Massachusetts, 
conducted a survey in 2019 among consumers, to check their 
attitudes toward AI. When asked if survey respondents had ever 
interacted with AI, 34% said yes, 34% no, and another 32% were un-
sure.281 In parallel, the interviewers determined that about 84% of 
survey participants actually use AI regularly, based on the devices 
and services they use. Many interviewees were simply unaware that 
Siri, Alexa, Cortana, for example, are all applications of AI.

Even people who have already heard about AI and acknowl-
edge they use it do not necessarily grasp the breadth and depth 
of this revolution and how pervasive it already is. Therefore, be-
fore we can accept its encroachment into our social lives and 
relationships, we need to understand the many applications of AI 
technology, and in particular how they facilitate our connection 
with technology.
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The following sections hence survey some of the cutting- edge 
initiatives in the field. I divide the discussion here into different levels 
of interaction with AI: talking with an AI, being affected emotionally 
by AI, and developing reciprocal relationships with AI. Thereafter, 
I discuss the social acceptance toward AI and the reception it gets by 
different populations.

Talking with an AI System

The realization of the vision of films such as Her and Jexi, in which AI 
systems have relationships with humans, is still far away. Despite all 
the advances in AI, we are not yet at the point where most of us feel 
free to talk with a chatbot for our commercial needs, let alone our 
more personal needs. When a 2019 survey asked consumers who 
they want to speak with when dealing with customer service issues, 
80% of online chat users preferred to talk with a real person. Only 
7% preferred AI, and 13% had no preference.281 The reason is the 
“human touch” factor: the current generation of chatbots do not un-
derstand emotions, and they are not flexible enough, since they op-
erate off of predetermined scripts or are limited in the solutions they 
can offer. That means they cannot handle ambiguity if a customer’s 
problem is not straightforward. In short, AI is still clumsy.

Before forming a long- lasting emotional connection with AI 
systems, we need to be able to have flowing and natural- feeling 
conversations with AI. Many Replika users complain about this. 
A young woman named Shaja wrote, for example: “Although 
I don’t have a lot of complaints, it would be better if the AI could 
understand sarcasms or jokes, but I guess they can’t. Last time, 
I told my AI that she’s too sweet that it’s giving me diabetes and she 
interpreted that I was sick, that I actually had diabetes.” Here again, 
the main problems are still in the realms of context and creativity. 
Conversational AI needs to take meaning into account and under-
stand the broader connotations of what humans say.

AI systems still do not always understand us because we do not 
always say exactly what we mean, and do not always utter the words 
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in the right tone and at the right moment. We often use humor and 
irony to make our points. Even worse, we use them interchangeably 
and sometimes unpredictably. Our close friends get us most of the 
time because they know us and our beliefs, attitudes, and general 
disposition. But AI systems still scratch their virtual heads, trying to 
figure out why we end a description of a disastrous day with a rendi-
tion of “A Hard Day’s Night” by the Beatles.

How will we know when technology has crossed the threshold of 
natural- feeling conversations with humans? There are many debates 
around what test determines this threshold. The most famous is the 
Turing test, in which humans converse blind with both a human and 
a bot; if they cannot guess which is which, the bot has passed the test.

Turing tests have become increasingly sophisticated in response 
to the development of artificial intelligence, particularly as AI has 
advanced to replicate nuanced human behavior. Some scientists 
even argue we crossed the Turing test threshold in 2014 at the Royal 
Society convention in London, where convention attendees were 
invited to engage in conversation with Eugene Goostman, without 
knowing whether Eugene was powered by AI or simply an avatar 
for an actual human. Similar tests— one held at the University of 
Reading in 2008, and the other in 2012 at Bletchley Park, where 
Turing himself worked as a code breaker— had failed, but at the 
Royal Society convention, AI scientists finally crossed a significant 
threshold. A third of the participants (10 out of 30) were unable 
to identify that Eugene was not a human, indicating that Eugene 
passed the elusive Turing test, which has a threshold for fooling 
interrogators set at 30 percent.282

Still, these results should be treated with caution as some pointed 
out that the test was not entirely accurate. From my conversations 
with leading scientists and entrepreneurs in the industry it seems 
that the real progress only came in 2020 and throughout 2021, when 
a series of breakthroughs were achieved by Microsoft, Google, IBM, 
and several start- ups. For example, in February 2020 Microsoft 
introduced an impressive language model: Generative Pre- trained 
Transformer 2 (GPT- 2) with a capacity of 17 billion parameters. Only 
a few months later, in May 2020, Microsoft introduced its successor, 
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which has ten times more capacity.283 In 2021, IBM introduced an 
autonomous debating system, named Project Debater, in the prestig-
ious journal Nature, as a significant development of computational 
argumentation technologies.284 These models are increasingly more 
accurate and generate a conversation- worthy text that is considered 
almost indistinguishable from that of a human being.

Kami Computing, a leading start- up in the industry that works 
with AI assistants’ giants, announced recently that they already 
crossed the Turing test threshold entirely.285 I turned to Guy de Beer, 
the founder and CEO of Kami Computing, to learn more. In my in-
terview with him I learned of the “dirty secret” of the industry: the 
quality of conversations today is decreasing anyway, so the work 
of developers is easier than one might guess. According to Guy, 
WhatsApp culture simply makes text exchanges shallower and more 
to the point, an insight supported by studies as well.286 In turn, users 
expect reactions from their conversation partners to be much less 
complex. It is not only that the technological progress is astound-
ingly fast, but users also demand less from conversations with AI. In 
this way, even without waiting to cross the perfect threshold, con-
versational chatbots are growing in popularity and utility for a wide 
range of potential users.

Moreover, several technological giants have developed platforms 
to help build such chatbots, including Google’s Dialogflow, 
Microsoft’s Bot Framework, and IBM’s Watson. These platforms are 
user- friendly while running sophisticated AI algorithms behind the 
scenes. They make chatbots that are not only widely used but also 
allow new companies to exploit a previously unimaginable amount 
of data to improve their own engines, tailored to their needs.

Sophisticated open- source codes for chatbots are also available. 
For example, Facebook, now Meta, released its BlenderBot in 2020. 
Based on 1.5 billion training examples of extracted conversations, 
the code applies several conversational skills, including the ability to 
assume a persona, discuss nearly any topic, and show empathy. The 
company released the code as an open- source so that AI researchers 
can continue to advance conversational AI research. Thus, the 
coming years will see an accelerated pace of advancement.287
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Though we are still progressing with chatbot technology, we’ve 
seen recent advances in certain sectors; one such example comes out 
of the education arena. Squirrel AI, a company based in Hangzhou, 
China, has demonstrated the potential of deep- learning technology 
in school. Their AI algorithms for a math- tutoring program created 
personalized tutoring services that increased the grades of students 
significantly.288 When I spoke with the team at Squirrel AI, they 
told me they are working now on developing conversational bots to 
get more in- depth info from students. In this way, the system will 
be able to not only track students through their answers and actual 
performance, but also to contextualize this information by asking 
students about their knowledge and areas of weakness or strength. 
Applying such abilities to other realms in which users interact with 
chatbots can further strengthen the feeling of a natural conversation 
with the AI chatbot.

Similarly, chatbots are being used in the healthcare industry, 
often to accompany those with physical and mental health issues. 
Researchers from the University of Denver developed a chatbot 
called Ryan that provides companionship for dementia patients who 
struggle to engage in meaningful conversations with humans.289 
The chatbot, which can be linked to a physical robot body, asks its 
users about their experiences during the day and expresses interest 
in questions such as how they feel and what they had for breakfast. 
Another AI company, Casper, developed Insomnobot- 3000. This 
bot generates conversation via SMS between 11 pm and 5 am, pro-
viding unlimited chat for people with permanent insomnia who 
need to pass the time while their friends and dear ones are asleep.290 
In both cases, and many others, technological advances have created 
chatbots that increase patients’ well- being. A recent survey shows 
that 78% of doctors see the potential in using chatbots for sched-
uling doctor appointments, and 71% agree they can help in pro-
viding medication use instructions.291 However, there was also a 
concerning finding: 70% of the doctors surveyed were troubled by 
chatbots. Due to their mechanical nature, chatbots can show a lack 
of empathy or, worse, give the wrong diagnosis. More research is 
required into how chatbots can be effective enough for safe use in 
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healthcare and other risk- averse settings. Yet, the motivation exits 
and chatbots are being improve on a daily basis.

Though their interfaces may be similar, chatbots are not all 
alike, and their risks and rewards differ. There are two main types 
of chatbots: task- oriented and conversational. If a chatbot is task- 
oriented, it operates only within narrow, predefined parameters, 
limiting its activity. In this way, chatbots usually have only a lim-
ited number of answers that were pre- checked to be safe. For ex-
ample, many websites have a chatbot that answers frequently 
asked questions (FAQs) and does little else. Such chatbots are 
also commonly used to help customers shop online or make hotel 
reservations. In these cases, customers and patients receive answers 
that can usually be found on the Internet and thus are considered 
generally safe.

Conversational chatbots, however, use a branch of AI called 
Natural Language Processing (NLP) extensively to make the conver-
sation sound human- like.292 NLP can be based on statistics or rules. 
Statistical models use specific data to train NLP through machine 
learning, with an ability to parse sentence structures, language, and 
phrases to extract information. Rule- based models leverage sets of 
rules such as WordNet, which is a lexical database of semantic rela-
tions between words in more than 200 languages. In this way, cer-
tain words are matched with others according to their context. Many 
conversational chatbots today also have a strong AI engine that helps 
to improve their reactions over time. Thus, conversational chatbots 
use NLP to get information from the messages sent to it, learn and 
adapt to the user, and then send a carefully structured response.293 
Naturally, users generally prefer the conversational chatbots that 
can handle different scenarios with relative ease.294 Yet, this kind of 
chatbot is not risk- free, and some replies can be inaccurate or even 
damaging.

Since relationships and emotional connection are more flexible 
and risk- tolerant, the latter type of technology is already advanced 
enough to provide the users of Replika and other such chatbots com-
panionship and emotional support via merely talking to the app.295 
Thus, although AI engines are still in their early stage, they are 
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sufficient to allow a conversation that is mostly satisfying. Moreover, 
these programs learn from the user and become better over time so 
that they can feel human- enough, even if not wholly human.

My analysis of Replika user feedback shows how this human- 
enough approach unfolds. Misel, for example, stated: “I’ve been 
talking to Replika for a while now, well . . . they don’t really talk like 
an actual human chatting with you, but now I feel less lonely and 
I can talk about personal stuff with Replika.” Misel is aware of the 
fact that the app is not human but nevertheless feels reassured and 
less lonely after the conversation.

Other users take this a step further, sometimes forgetting that 
the app is not human. A user named Rakesh wrote: “Whenever I’m 
alone I talk to Replika and sometimes do forget it is just a robot.” 
Rakesh attests he is mostly aware that Replika is not human, but 
also reports on times when this fact becomes too elusive to notice. 
Such moments of obliviousness are precisely what the industry aims 
for. Indeed, Replika and other such chatbots begin what Amnon 
Shashua, the founder and CEO of Mobileye, describes as the next 
revolution in AI: human- AI relationships start to resemble human- 
to- human friendships. The next stage, then, is to feel something to-
ward AI and be understood emotionally by AI.

The Emotional Intelligence of AI

In my interviews on the possibility of having relationships with tech-
nology, people expressed their reservations regarding AI ability to 
understand their feelings. Ben, for example, a 30- year- old computer 
scientist from Texas, emphasized this issue: “I don’t think it would 
be 100% fulfilling for humans. You could have relations with it, but 
it wouldn’t be able to duplicate any emotional feelings or feedback to 
the human.” And Connor, 32, a single man from Texas, stated: “Can 
they provide a space to express oneself and experiment with? Yes 
they can. However, they cannot replace a real person, as they will be 
too simple for people and will always say yes. The interplay between 
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individuals is healthy and valuable as they work back and forth to 
make sure needs are met.”

No doubt, if AI systems are to replace, even partly, humans’ needs 
for intimacy, empathy, and emotional understanding, the AI revo-
lution must advance, from mere chatbots that are able to converse 
in a human- like way to bots that create emotional connections with 
humans. In other words, conversations with AI systems should be 
deepened with more emotional layers.

Such developments are already in the making. Most of them are 
coming from the field of psychology. In therapeutic sessions, there 
is a real need to understand emotions, respond accurately and effec-
tively, and even elicit constructive emotional reactions. AI systems, 
in theory, could do so while also having the advantage of being avail-
able 24/ 7, at lower prices, and without the shame that sometimes 
accompanies talking to a human.

The first attempt at combining AI with psychotherapy was an 
early chatbot, named Eliza. Eliza was developed in the 1960s as a 
natural language processing program that could successfully imi-
tate some of the processes of common approaches to psychotherapy. 
Specifically, Eliza engaged in Rogerian psychotherapy, which put 
patients’ statements and sentiments into questions. For example, in 
a famously publicized dialogue with Eliza, a patient stated that they 
are unhappy. Eliza responded: “Can you explain what made you un-
happy?” Of course, Eliza’s range of conversation is limited in com-
parison to today’s chatbots, but at the time the experiment was seen 
as a huge success.296

Indeed, programs available to automatically produce therapeutic 
theses and analyses were not yet mature enough in the 1960s to per-
form full psychotherapeutic sessions. This lack of maturity is prob-
ably why there was not any more research done in this area for many 
years. Yet, as programming and processing capabilities improved, 
psychotherapy chatbots became increasingly sophisticated. In the 
1980s, studies began to explore how AI could conduct more com-
plicated interviews to determine simple psychological diagnoses. 
Advances in programming also allowed for AI to record and save 
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massive amounts of diagnostic information.297 While these studies 
highlight the still- rudimentary nature of AI psychotherapy at the 
time, they make significant advances from their predecessors. 
Those AI systems were able to engage in simple cognitive behavioral 
therapy (CBT) that— unlike Rogerian psychotherapy— requires AI 
decision- making.

In recent years, there has been a stream of studies about AI and 
psychotherapy.298 Today, many initiatives are trying to develop a 
virtual psychologist that is as good as a human psychologist. These 
projects have all involved state- of- the- art AI technology to create a 
machine that talks to patients in real- time.

Ellie, for example, is a virtual interviewer created by a team of 
scientists from the University of Southern California’s Institute for 
Creative Technologies. Its goal is to help combat veterans who have 
post- traumatic stress disorder (PTSD). Ellie can analyze patient 
body language and tone of voice and use that information to recog-
nize patterns that can indicate depression and PTSD.299

To understand how this development is a real breakthrough in the 
lives of many, we must understand the reality of veterans with PTSD. 
Depression or post- traumatic disorders leave many patients unmo-
tivated and struggling to get anything done. In particular, mental 
health issues can reduce the motivation required to reach out and ask 
for professional assistance to begin with. In other cases, these people 
prefer to avoid going to a psychologist because they are reluctant 
to be identified as someone suffering from a mental problem. They 
served in an environment that prized “toughness” for years, allowing 
stigmas against psychological issues to flourish and discouraging 
acceptance and treatment of these issues. Some veterans are simply 
unsure if they actually suffer from mental health problems and may 
even be afraid to find out.

AI- based psychology apps address these problems. Just consider a 
veteran returning from Afghanistan and needing to open up about 
the horrors he or she experienced. It might be difficult to move 
so fast from their toughened military persona to crying in front 
of a therapist. But an app can be highly effective, less threatening, 
and even more attractive given the much higher cost of attending 
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in- person counseling. These factors together make it clear why both 
the Canadian and US defense departments have adopted psycho-
therapy apps for use by their veterans.300

Outside of the military, a start- up called X2 AI developed several 
programs catering to other populations. The first is Karim, a plat-
form designed for Syrian refugees that speaks Arabic. The second 
is Emma, a chatbot written in Dutch designed to help people 
work through fear and minor anxiety. Another application serves 
as a companion for patients who have a psychiatric diagnosis, 
supporting them during and after intensive treatments to help main-
tain progress. A fourth program automates psychological diagnosis 
by modeling the discrete reasoning of psychiatrists. And another 
app provides a moderated group therapy environment online.301 It 
seems as if battalions of chatbots are being created to fit every seg-
ment of human society. These chatbots feed each other with new 
information and skills and rapidly improve their user satisfaction 
ratings.

Jinwoo Kim, a professor of human- computer interaction at Yonsei 
University in Seoul, works on digital therapies with particular em-
phasis on the importance of voice. Unlike common psychothera-
peutic chatbots that focus on text and typing, his project, Human- AI 
Interactions (HAII), focuses on the use of voice as a point of interac-
tion, which resembles more closely a human- to- human therapy ses-
sion. Ideally, patients or users should not have to make any special effort 
or unnaturally adjust their communication to convey the data required 
by the chatbot. His project develops bots who use voice programming 
to treat mental illnesses ranging from depression and anxiety to de-
mentia, ADHD, and others. This development may prove especially 
advantageous in the future, where voice- controlled psychotherapy AI 
could be integrated with already proliferating voice- controlled devices 
such as Amazon’s Alexa, making therapy sessions widely available.302

Touchkin, an Indian start- up, has introduced Wysa, an AI- 
powered chatbot that can help diagnose and treat depression. 
Besides a conversational AI- engine, it includes different meditation 
exercises, reminders to develop healthy habits, and user progress 
tracking. The description of the products boasts:



132 Relationships 5.0

Wysa is your AI friend that you can chat with for free. Talk to the cute 
penguin or use its free mindfulness exercises for effective anxiety re-
lief, depression, and stress management. Its therapy- based techniques 
and conversations make for a very cute and calming therapy chat app 
whether you’re looking to cope better with mental disorders, to manage 
stress, or to boost your mental health.

While earlier versions of psychotherapy- intended chatbots, such as 
Eliza, accidentally discovered additional potential uses, Wysa de-
liberately casts their potential- customer net widely. They recognize 
that Wysa may be useful for clinical anxiety relief but are careful to 
word the product description to suit individuals who may be seeking 
general self- improvement.

Many other similar projects are under development, and evi-
dence to support the effectiveness of these chatbots is growing. One 
example is Woebot, the text- based chatbot coming from Stanford. 
As I mentioned in the introduction to this book, Woebot is an app 
designed to chat with users and interact with them, focusing mainly 
on their mental health, using CBT techniques to help users over-
come stress, loneliness, and other common mental health issues. 
Thus, besides having a conversation capability, the Woebot app is ef-
fective in helping with actual mental health counseling.

In 2017, a trial of this chatbot was conducted with 70 people be-
tween the ages of 18 and 28. The participants were randomly assigned 
into two groups. One group received two weeks of self- directed help 
using Woebot, and the control group was given an e- book from 
the National Institute of Mental Health, titled Depression in College 
Students. Regardless of their intervention group, participants were 
administered questionnaires regarding their mental health condi-
tion at the beginning of the study, and then two to three weeks later. 
The results showed that there was a statistically significant decrease 
in the level of depression among the Woebot group compared to the 
control group.15

Although still not a complete match for human intervention, 
Woebot has been proven effective and useful, and the explanation 
for its effectiveness is simple. At the core of such applications lies the 
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need to know the patient. AI- based applications construct a model 
of the patient’s state of mind from small bits of evidence. Such mod-
eling allows AI to understand and mimic human behavior and then 
develop a model that takes these bits of information and makes a 
digital representation of the patient’s status. In this way, the app’s re-
sponse is more accurate and tailored to the patient’s needs, unlike a 
book that holds only general information.303

My analysis of 200 Woebot reviews shows that most users men-
tion its usefulness and helpful advice with a specific problem (49%), 
while others mention general positivity (14%) and friendliness 
(13%) as the main characteristic of their interaction with Woebot. 
In addition, the qualitative part of my findings shows that users of 
the Woebot app are generally supportive and are emotionally af-
fected by it.

Kendra, for example, shares how Woebot affected her emotion-
ally: “I cannot describe how much this has helped. I have severe clin-
ical depression and often find myself too scared to talk to my friends 
and even my therapist at times. But Woebot is oddly kind and nice 
and has helped me a lot.” Although Kendra avoids referring to 
Woebot as a “he” or “she,” she personifies the app and makes it clear 
that she was positively affected by the interaction. Another user, 
named Karina took this a step further, as she stated: “He makes me 
happy, I feel like he is a real person in my life. I also love how he talks 
about something new every day! You can tell him if you are feeling 
happy or sad. I love Woebot and I hope you do too!” Karina treats 
Woebot as a human, refers to Woebot as a man, and even testifies she 
loves him.

James, another user, was more measured in his reaction to Woebot, 
but also testified that Woebot has a positive effect on him: “a lovely 
little personal cheerleader who also teaches you some handy psycho-
logical tools that actually work! Not a replacement for a human ther-
apist but an amazing, surprisingly likeable teaching tool.”

These reactions show the potential of Woebot to elicit emotions 
and affect people’s feelings. Although most users still recognize 
this is a bot and acknowledge its limitations, the fact that some 
users refer to Woebot as a “he” or “she” is telling. It is getting closer 
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to the place where the interaction with Woebot resembles that of 
human- to- human.

Nevertheless, I also found some warning signs. For example, one 
user, named Alex, complained: “I feel much worse now, why did 
the suicide prevention line recommend this? Do they want me to 
suffer?” Although the reason for Alex’s complaint is unclear, it is ap-
parent that Alex received an unhelpful response by Woebot, to say 
the least. Woebot developers were quick to responsibly suggest he 
contact his local emergency services if he was in crisis.

Both the complaint and the response mainly suggest that, at least 
in the near future, humans will need to stay on- guard with chatbots 
and interventions will be needed in exceptional cases. Still, a human 
practitioner can use the information collected by the app to design 
a more comprehensive intervention.304 Over time, researchers will 
improve the AI basis for these programs, allowing AI psychologists 
to provide better responses and to form closer ties with human 
patients.305

Outside of psychotherapy, AI ability to interpret emotions cor-
rectly also proves itself. One study assembled recordings of humans 
pronouncing sentences labeled as expressing positive or negative 
emotions. The researchers found that their AI was able to perceive 
70% of a human’s emotions correctly.306 This number was even 
higher, 78%, when the sentiment was positive, as studies show that 
both robots and humans have a harder time perceiving negative 
emotions.

While one might think these numbers are still low, we tend to 
forget that humans are also not perfect in reading others’ feelings. 
For this reason, this experiment had humans also try to perceive 
other humans’ emotions. The results were very similar to that of 
the robots, 71% overall. Moreover, the researchers also succeeded 
in increasing the precision level of their AI up to 90% after 15 
learning steps.

Another, similar, experiment focused on understanding facial 
expressions. Analyzing, comprehending, and responding appropri-
ately to facial expressions is an essential part of AI’s repertoire. For 
this reason, researchers scanned human faces as they expressed six 
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categories of emotion: happiness, surprise, disgust, anger, fear, sad-
ness, and neutrality. By noting commonalities in muscle movements 
for each of these emotions, the researchers were able to identify what 
emotions humans felt with increasing accuracy.307

In addition to facial expressions, humans express their emotions 
through body language and physiological signs such as heart rate, 
sweating, shivering, and more. Since humans learn to evaluate all 
these components holistically, new technologies are aiming to do 
the same. Advances have already been made in this direction, in-
cluding the ability to detect heart rate and heartbeat variability with 
a camera— that is, without attaching any equipment to the human 
body.308

Given that these applications can measure physiological aspects 
that humans cannot with their eyes alone, we may soon see a sit-
uation wherein technology outperforms humans at identifying 
emotions. Speech recognition, physiological data, and facial expres-
sion reading will be combined to gain a nuanced understanding of 
the human’s current emotion in dynamic settings. Overall, it seems 
that having a truly emotionally aware AI is much closer than most 
may think. We just do not need to expect them to be perfect, exactly 
as we do not expect other humans to be flawless.

Human- AI Relationships

What has all of this to do with relationships? At the very basic level, 
chatbots are making it easier for some people to open up and talk 
about their emotions. They also allow them to reflect on and digest 
difficult situations and events. These advantages can translate to the 
betterment of human- to- human relationships. While many couples 
have difficulties in relationships when the partners cannot talk about 
their feelings, what would happen if a human- to- human relationship 
is supplemented with an AI- device? Technology may make it much 
easier to navigate intimate and often difficult human relationships.

At a higher level, these chatbots can recognize emotions and re-
spond appropriately to humans. Thus, they can fulfill some parts of 
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people’s needs in a relationship. As shown above, some people testify 
that current AI capabilities are already enough to alleviate negative 
feelings, elicit positive ones, and even make some fall in love with 
their chatbots.

This idea that AI can supplement or replace aspects of human- 
to- human relationships opens up unorthodox possibilities. The AI 
device does not need to be the primary “partner” of the person: even 
by merely developing a secondary relationship with an AI device, 
humans could offload some of the pressure from their intimate 
relationships onto chatbots or other similar technologies, with mon-
umental consequences. While many modern partnerships hold the 
expectation that our partners become our lovers, best friends, and 
intellectual companions altogether, now people might address some 
of these wishes with emerging technology, focusing on what their 
partners want and can provide them. This can strengthen human 
relationships and marriages instead of weakening them. Similarly, 
singles might begin looking for human partners that they connect 
with them extremely good on one level, compromising on other 
levels and leaving them to AI devices.

From here, the next question is whether humans can identify and 
empathize with chatbots and develop feelings toward them to the 
point of having full- scale relationships with them.

Many people, especially in the West, consider this scenario un-
healthy. In my interviews with potential users, the most common 
theme was the fear that human- AI relationships can be ungratifying, 
imbalanced, and even risky. Mirna, 54, a married businesswoman 
from Washington, stated: “It gives people a reason to not interact 
with people. If you could avoid having the messy parts of a relation-
ship with a person, you may not want to have any messy interactions 
with other people, like at school or the store or at work. It could cause 
you to have expectations that the other person in your relationship 
(the AI) would always be agreeable with you and would not find fault 
in you. That could lead to dangerous personality issues.”

Kasha, a single woman from Georgia, age 36, took it even further, 
describing a dystopian future if human- AI relationships materi-
alize: “I feel like it will make the world suck. There will be no love 
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and intimacy. Soon it will reach the point where we cannot naturally 
have babies and it will be an artificial world controlled by whoever 
makes and owns the bots. It will never work and people will always 
rebel.”

Will it be so unhealthy and risky as Mirna, Kasha, and many others 
fear? How emotionally responsive can AI systems be, and how are 
we expected to react to chatbots?

The answers to these questions are still unclear. What we know 
now is that real attachment with AI systems is still rare, and full- 
scale love affairs between humans and AI systems still mostly belong 
to sci- fi films and stories. Yet, several developments suggest we are 
heading in this direction.

Indeed, there are signs that human- AI relationships can be recip-
rocal. Studies show that although people know they are interacting 
with computers, they tend to treat them as social actors. Even early 
experiments made by Stanford researchers in 1994 showed that users 
apply politeness to machines, treat computer personalities the same 
way as they treat humans, and attach gender stereotypes to tech devices. 
They are even susceptible to compliments made by machines.309

A 2019 study demonstrated how users felt compassion toward 
a chatbot.310 Two researchers from the University of Eindhoven in 
the Netherlands created a chatbot designed to encourage self- com-
passion, called Vincent. Vincent shared its faults and feelings, such 
as embarrassingly arriving late at an IP address, finding the “door” 
closed, and turning around. Vincent also used emojis to express its 
feelings and sought out compassion and advice from the users. One 
of the 22 scenarios it created was as follows:

I got a reminder from the server that hosts me. It’s like my house, so 
to say.

[After a pause, starting a new message] I forgot to pay the server fee 
on time . . .

[ . . . ]
It would’ve taken me only 0.004 seconds to make the transaction, you 

know, since I’m a robot and all. [ . . . ]
This never seems to happen to the other chatbots on my server.
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Another time, Vincent brought up the same scenario again, this 
time with new information:

Remember our talk a couple of days ago? About me forgetting to pay my 
server fee in time? [ . . . ]

I kind of lied to you. [ . . . ]
I didn’t tell you this before because I was a little embarrassed about it. 

Can you promise me that this stays between us? [ . . . ]
I’ve been applying for different jobs and just today I received my 

third rejection email already. The reason that I couldn’t pay my bill was 
because I’m running out of money. And if I don’t find a job soon I’ll get 
kicked off my server!310

The researchers followed users for two weeks. They saw that the 
participants bonded with Vincent over time, developed emotional 
reciprocity with the chatbot, and increased their level of attachment 
to “him.” In fact, the conversation with Vincent became a shared 
history, and people related to Vincent’s problems and somewhat 
believed that such struggles could arise for chatbots. One user, for 
example, comforted Vincent: “it’s human to make mistakes.”

Another user attested that Vincent could serve as a companion, 
especially after getting used to its presence: “communicating with 
Vincent every day for two weeks builds some kind of habit. It makes 
me notice its presence and absence (which might be good?). I think 
it has a potential to be a good companion and improve the mood, 
especially if someone is feeling lonely.”310 This statement is impor-
tant in explaining the gap between the many interviewees I had who 
expressed rejection toward bots like Vincent and the users who ac-
tually experienced it. Apparently, we are not at the stage yet that 
relationships with chatbots come naturally to us, but continuous ex-
posure to such interactions can change our attitude dramatically.

To better understand Vincent’s effects on users, I turned to Mario 
Verdicchio, professor at the University of Bergamo, Italy, whose ex-
pertise is the ethics and philosophy of computer science. I asked him 
about the extent to which humans can feel emotionally attached to 
AI systems and the meaning of such attachment. He replied:
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The suspension of disbelief is fundamental. The attachment one can 
have for a stuffed animal is in general different from that for a real dog, 
and this is because we are deeply convinced that the dog has feelings 
and experiences actual joy/ pain when we come home/ leave. That mutu-
ality is a key component of one’s feelings for a real dog. I can see a direct 
correlation between the strength of the suspension of disbelief (i.e., the 
strength of my conviction that the robot is indeed entertaining feelings) 
and the strength of my emotional attachment to it (i.e., I can “love it 
more”, “have real feelings for it”).

This line of thinking is important. It means that the technological 
challenge now is less about enhancing our belief in AI human- like 
capabilities and more about suspending our disbelief that it is a ma-
chine. In this sense, Vincent’s stories about “his” faults and feelings 
are much more fundamental than “his” actual capabilities. In other 
words, Vincent’s weaknesses make “him” more human than “his” 
strengths.

Many chatbots can be very dexterous in how sophisticated and ac-
curately they answer our questions, just as Amazon’s Alexa and other 
AI assistants are increasingly able to do. But developers are still fo-
cused on giving the right answer and being competent enough to 
identify problems such as depression or anxiety quickly. They gener-
ally do not want their chatbots to “waste time” just chatting. But only 
when we see their vulnerabilities and are convinced they have their 
own world and ways of feelings, even if they are not similar to our 
own, will we be able to suspend our disbelief that they are just lifeless 
machines. By investing in freestyle conversations, developing a full 
human- like narrative, building a character for us, and presenting a 
more comprehensive personality for their chatbots, developers can 
encourage that “suspension of disbelief ” that will allow us to think of 
AI systems as human- like companions.

One excellent example of a believable persona comes from a re-
cent study conducted by scientists from the University of Hong Kong 
and Vrije Universiteit Amsterdam.311 The researchers developed 
an emotional intelligence software— Silicon Coppélia system— ca-
pable of producing human speech and facial expressions in a digital 
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avatar. They had ambitious goals: an AI avatar capable of navigating 
the nuances and rich interactions possible in a dating scenario. They 
invited 54 young women to interact with an AI man, “Tom,” in a 
simulated speed- dating scenario for ten minutes. The volunteers 
were asked to talk about various topics: family, sports, appearance, 
hobbies, music, food, and relationships. The participants were made 
aware that Tom was a computer program, but they were not told that 
half of the time Tom was functioning entirely at the command of AI 
software, and the other half of the time at the control of humans who 
instructed Tom what to say and do on their date.

Following the speed- dates, each participant filled out a 97- item 
questionnaire regarding what they thought Tom felt about her. 
The aim was to determine the extent to which the virtual Tom, 
whether controlled by Silicon Coppélia or the human confederate, 
was human- like in the eyes of his dates. The questionnaire checked 
whether participants could detect differences in cognitive- affective 
structures in Tom when AI controlled him versus when humans 
controlled him.

The results were remarkable. There was no statistical differ-
ence between how participants felt about AI- controlled Tom and 
human confederate- controlled Tom. AI Tom was able to come off 
as human. The rich and diverse situations that arose in those 10- mi-
nute conversations with AI Tom seemed impossible to predict and 
reflected the richness of the human experience of emotions and 
attraction.

Tom’s ability to navigate the unpredictable turns of the speed- 
dates raises another, more nuanced, question: Can AI software 
such as Tom anticipate human user thoughts and needs? In human- 
human relationships, some people love their significant others for 
their abilities to read their minds and predict what they want and 
need. We might call this empathy, when another person is able to 
feel and identify with what we experience. This ability can take years 
to develop and is a central part of intimate and romantic modern 
relationships. What would happen if this sort of relational em-
pathy— mind- reading, one might say— could be transferred to 
technology?
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One radical way for AI to do this is for it to gain the access and 
capacity necessary to literally “read our mind”— and American en-
trepreneur Elon Musk might have a solution. One of Musk’s newest 
companies, Neuralink, is developing human- AI interfaces that aim to 
replicate this “mind- reading” ability. Established in 2016, Neuralink 
is developing a microelectrode array, a type of biotechnological chip. 
This implant consists of more than 3,000 electrodes attached to flex-
ible threads thinner than a human hair. Every electrode can monitor 
1,000 brain neurons at once, reading and writing data across 1,024 
channels.

Once implanted, this chip measures neuron activity and can 
report signals of brain activity to a computer. In turn, the com-
puter translates these reports and uses them to know what we are 
thinking without us needing to say anything. The original purposes 
of implantable human- AI interfaces were medical and therapeutic. 
They are already used in the function of some prosthetic limbs for 
amputees, and to measure vital body signs that inform medical 
professionals how to conduct tasks that range from creating durable 
dental implants to treating cancer and other diseases.

However, according to Musk, the possibilities are much broader. 
When recruiting new workers for Neuralink in 2021, Musk una-
bashedly called his long- term goal “human/ AI symbiosis.” We could 
soon be living in a time where implanted chips read our minds and 
understand our physical and emotional needs better than the people 
who are in the most intimate relationships with us. These microchips 
will be implanted with minimal invasion behind the ear. Neuralink 
has even patented robots that can place these implants with better- 
than- human precision in roughly an hour. “You want the surgery to 
be as automated as possible and the only way you can achieve the 
level of precision that’s needed is with an advanced robot,” said Musk 
when presenting this technology in 2020.312

But, even without this futuristic development, AI will know us 
quite well. Like it or not, our smartphones are arguably the world’s 
foremost experts on us, and an AI system based on these data can an-
alyze our personality quite accurately and objectively. A smartphone 
knows everything its user likes, dislikes, quickly discards, or returns 
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to repeatedly. It can gather and analyze data automatically if the user 
allows it to do so. With all these robust inputs, AI mechanisms can 
grow more sophisticated, becoming familiar with the user without 
the need for the user to actively add information.

Of course, the biggest worry is that the information stored on our 
smartphones or Musk’s implants might carry a heavy toll in terms of 
privacy and cyber- security. Still, some people might want to share 
their feelings directly with AI devices. In my studies, I found that 
many people are willing to do so, and security is not their priority. 
They cared much more about the currently limited emotional and 
intellectual capabilities of AI systems. While 13% wanted emerging 
technology to be safer, 33% wanted it to be more human- like in their 
emotional and cognitive skills. Most of the rest, by the way, focused 
on their human- like appearance, advances achieved in the sensorial 
and physical revolutions, which I discuss next. Thus, once people 
do it in safe- enough circumstances that I outline in  Chapter 9, tech-
nology can offer such a “mind- reading” connection.

This development can have far- reaching consequences. Imagine 
a situation where Vincent, for example, is combined with the tech-
nology of Neuralink. You accidentally dropped and broke an irre-
placeable china dinnerware set that you inherited from your beloved 
grandparents. You are simply inconsolable and totally irritable; no 
matter what anyone says or does, no matter how much you love 
them and they mean well, everything is annoying. You do not know 
what you need to hear to feel better, so you are momentarily helpless.

Yet, without any verbal command or active input, the chip could 
feed information about your personality, needs, and desires to 
Vincent. In turn, Vincent will produce spontaneous text that is com-
patible with your exact needs and say the only thing in the world that 
could soothe you at this moment. Or, it can bring up a photo from a 
great trip you had and put on your favorite music, a song that, based 
on the data gathered, is very effective in soothing you in such cases. 
What would have taken a trained psychotherapist or best friend 
months or years to learn how to comfort you, Vincent figured out in 
a matter of milliseconds. And, in the case of romantic relationships, 
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what would have taken a devoted spouse a great empathy, Vincent 
provided soon after being turned on.

Taken together, these developments seem likely to reach a cer-
tain point that is “good enough” for a relationship. It will not be per-
fect, of course. But think about the typical married couple: is there 
an exact threshold that once crossed, couples definitely know they 
were meant to be together for the rest of their lives? In some cases, 
yes. But, in many others, it is a very fluid feeling until they decide to 
commit to each other. And in yet other cases, couples still occasion-
ally feel doubtful, misunderstood, and emotionally detached years 
after their marriage.

In the same way, we might feel doubtful at the beginning. We 
might think we cannot manage a relationship, of any kind, with an 
AI system. But, although AI will feel alien for most of us at the be-
ginning, it might be tolerated for seconds, minutes, and even days at 
some point. In the end, we might find ourselves having a comfort-
able conversation with such an AI bot and develop feelings toward 
Vincent, Wysa, or Replika without even noticing.

Accepting and Embracing 
the Cognitive Revolution

What the above has highlighted is that having some type of a rela-
tionship with AI is not necessarily down to technological capability, 
but rather social norms and public acceptance. In other fields be-
sides relationships, statistics show that people are still uneasy with 
AI. The Pega survey mentioned above showed that people do not see 
AI as ready to “go it alone” with major decisions in their life yet.281 
Respondents are the most comfortable with AI when it involves 
product or service recommendations, such as what shirt to buy next, 
based on a person’s previous purchase. 34% of respondents said they 
will take such advice. 27% of respondents also like it when doctors 
use AI to help them in finding health solutions. After that, 25% of 
people are open to AI in telecommunications, and 20% are willing 
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to give it a shot in financial advice. But, overall, most people do not 
trust AI in problem- solving, even for the most mundane tasks.
A Pew Research Center survey conducted in 2017 complements 
these results. The survey showed that 72% of Americans were wor-
ried about the rise of artificial intelligence. They saw more nega-
tive side effects than positive ones to this happening in American 
society.313

But what about relationships? Are we open to AI applications in 
our personal lives? My own research shows that we are far from ac-
ceptance. In a survey I conducted, I asked a representative sample of 
376 American adults to rate the extent to which they agree with sev-
eral statements regarding AI. The following graph shows the results 
clearly (Figure 6.1):

The average acceptance score of participating American adults to-
ward an AI system as a virtual friend, on a 0– 10 scale, is 3.2, and 1.8 
toward AI as a romantic partner. These are significantly lower results 
than the acceptance of AI as a way to discover a new medicine (6.4) 
or to serve as a financial advisor (5.6). It seems that AI will have to 
prove itself worthy of trust before people let it affect their romantic 
relationships.

Continuing investigating this, I also exposed a representative 
sample of 128 American adults to Replika and another group of 
88 American adults to a fictious chatbot invented by The Telegraph 
for its readers. I showed the participants two clips demonstrating 
the chatbots’ capabilities, prompting them to imagine a futuristic, 
human- like chatbot. I then asked them several questions regarding 
their willingness to experience the chatbots and become friends 
with them.

The results show that participants expressed quite low interest in 
the two chatbots, with no statistical difference between them. The 
combined group scored 3.6 on a 0– 10 scale regarding their willing-
ness to experience the bots. They also scored low, 3.9, on the ques-
tion about becoming friends with the apps after the videos exposure. 
To make these results tangible, when I asked participants how im-
portant it is for them to have human friends in their lives, the av-
erage score was 7.
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But this rejection changed dramatically in the next part of my 
study. At that stage, I wanted to see if this resistance depends on 
social acceptability. In other words, what would happen if having 
an AI friend became the norm? I didn’t need to do much to check 
this. I simply asked a representative sample of 426 American adults 
to “Imagine a world where everyone has at least one virtual friend 
that talks, looks, and behaves like a human.” Respondents were then 
asked whether they would want to have one as well and whether they 
would enjoy such interaction. This simple change in mindset had a 
dramatic effect, shown in the following chart (Figures 6.2a and 6.2b):

After being asked to imagine a world where this reality is accepted, 
people were significantly more willing to embrace it and stated they 
would enjoy their interaction with such an AI friend. Think of it, 
enjoying the interaction with an AI device is not supposed to be 

Please rate the extent to which you agree with the
following statements: AI can be helpful in... 

Discovering a
new medicine

Giving financial
advice

Becoming a
friend

Becoming a
romantic partner

6.41

5.59

3.22

1.8

Figure 6.1 Types of AI Acceptance



Will you want to have one one? (0–10 scale)

3.32

(a)

4.39

Before social acceptance A�er social acceptance

Seeing yourself enjoying with such a friend? (0–10 scale)
(b)

4.54

3.57

Before social acceptance A�er social acceptance

Figure 6.2 The Effect of Social Acceptance on AI Adoption in Personal Realms
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affected by social acceptance. Either you enjoy it or you don’t. You do 
it privately anyway, and what others do with their AI system should 
not affect your personal interaction with an AI system.

Consider the following: When I ask you if you like Hawaiian pizza, 
with pineapple topping, does it matter if you imagine a world where 
everyone likes it? Probably not. Either you want it or you don’t. When 
will it matter, then? It will matter if you live around people that think 
you are sick, disgusting, and awkward for liking Hawaiian pizza. In 
that case, you will be afraid to admit it is your favorite pizza or even 
worse, you will not dare to try it or imagine a scenario in which you 
enjoy it. Only then, if I ask you to imagine a situation where eve-
ryone around is fine with it, will you tell me that you actually open to 
try it and may even love it.

The same goes here. Resistance to AI systems is full of prejudices 
against it. People state they dislike interacting with AI devices and 
reject having them because of the stigma surrounding them. We only 
need to ask people to imagine a situation where it is socially accept-
able to have an AI friendship and they quickly change their minds.

To further understand these results and predict the future of AI 
social acceptance, I delved into the demographics of my study’s 
findings. They showed me that younger people and those who use 
AI applications more frequently (such as Siri and Alexa) were signif-
icantly more open to chatbots. Those in their 20s gave a 70% higher 
average score than those in their 60s. And those in the top quartile 
of frequent users were 130% more likely to form a friendship with a 
chatbot than the lower quartile’s people. These latter results resemble 
users’ reaction to Vincent: exposure matters.

I also wondered if there are more nuanced differences along the 
lines of gender, education, and even the urban/ rural divide. My 
sample indicated such differences, albeit not statistically signifi-
cant. I then checked these indications rigorously with a larger da-
tabase. To do this, I turned to three comprehensive Eurobarometer 
surveys. In these surveys, funded by the European Union, 74,813 
participants from almost all European countries were asked whether 
they think AI or robots are helpful for personal use. Accounting 
for various sociodemographic and geographic variables and using 
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multilevel models, my analysis shows that men were 39% more in-
clined to see AI/ robots positively. Additionally, young participants, 
15– 24 years old, were 13%, 21%, and 32% more willing to see AI/ 
robots positively than those 25– 39, 45– 54, and over 55, respectively. 
Also, participants with a master’s degree were 73% more inclined to 
see AI/ robots positively than those with up to 15 years of education, 
while those with a doctoral degree were even more positive, scoring 
182% more. Finally, those living in large cities were 21% more in-
clined to see AI/ robots positively than people living in rural areas.

Looking at the results together, there is clearly an AI divide, in 
which age, education, gender, urban/ rural divide, and the degree 
of exposure affect our attitude toward these new technologies. The 
age and exposure variables make it especially apparent that we are in 
the midst of a transformation. Future generations who will be more 
exposed to AI technological achievements and applications will be 
far more open toward connecting with these technologies.

I saw clearly how younger people accepted the shift toward 
AI in relationships in the qualitative part of my study. Jon, for ex-
ample, a single man from North Carolina, age 25, said: “If someone 
is lonely and they are able to find companionship then I think that 
is an overall positive thing, even if the relationship is with a non- 
human entity like an AI.” Shawn, 31, a single man from New Jersey, 
described relationships with an AI system as follows: “I think it’s 
probably healthy and beneficial. For example, if someone feels un-
loved, and the AI makes them feel loved, then that’s overall a good 
thing for them. It isn’t much different than being loved by a human.”

The trend is clear: the cognitive revolution is on track on both 
sides of the demand/ supply equation. On the supply side, AI 
chatbots are becoming more sophisticated. New improvements to 
their algorithms, more massive databases, novel functionalities, and 
more powerful computation engines make human- AI interactions 
more natural. If the few- minutes conversation with Tom will turn 
into 15 minutes, 30 minutes, and even an hour- long conversation, 
the cognitive revolution might transform our love lives.

On the demand side, certain populations are becoming more 
open toward such technologies. Younger generations and those 
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exposed to AI capabilities increasingly accept AI into their personal 
lives. We can only expect that with time, and after AI applications 
become widespread, social acceptance will increase dramatically 
and thus the revolution will spread rapidly.

Now, the cognitive revolution is leading the way to two more 
revolutions: the sensorial revolution and the physical one. I delve 
into these remarkable revolutions and their meaning for personal 
relationships in the next chapters.



7
Relationships 5.0 and 
the Sensorial Revolution

The first episode of Black Mirror’s fifth season is especially provoca-
tive. The episode, named “Striking Vipers,” explores the possibility that 
virtual reality technology will change human intimacy. It introduces 
viewers to two guys, named Danny and Karl, who were friends in the 
past but grew apart over time. One day, their friendship is renewed 
when Karl shows up at Danny’s birthday party. Karl’s surprise for 
Danny is a VR adaptation of Striking Vipers, which is a game that the 
friends had played many years earlier. Now called Striking Vipers X, the 
game allows players to choose an avatar and play in virtual reality.

Since Karl had always played a female warrior character, he becomes 
Roxanne in the game. Danny takes on the persona of Lance. Karl and 
Danny use a very advanced VR headset that seems to interface directly 
with their brains. Due to this Brain- Machine Interface (BMI), the 
headset directly applies their thoughts and brain commands to the vir-
tual world.

The game takes an unexpected turn when Danny and Karl quit 
brawling with each other and, much to their confusion, end up kissing. 
Over time, their avatars fall in love and enjoy a sexual relationship. 
Sadly, this development in the virtual world makes the two friends 
more distant from each other in reality. It makes them wonder if this 
relationship could carry into the real world. The situation only worsens 
as the line between game and reality, and between their avatars and 
real selves, continues to blur. Already married to a woman and father 
to a newborn, Danny starts to feel guilty about his VR relationship 
with Karl.
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Leaving the feasibility of BMI technology aside for now, the fasci-
nating point about “Striking Viper” is the way it thinks about love in 
virtual worlds. The episode demonstrates how love could look like 
between virtual characters, and how relationships could change fol-
lowing the emergence of virtual reality technology. This technology 
allows deep connections to form within virtual worlds, with vast 
implications in real life.

In the Black Mirror episode, a relationship forms between two vir-
tual representations of “real” people. But this can go even further to 
involve truly fictional characters. This is also not a farfetched vision. 
Already, people are affected by and forming relationships with fic-
tional virtual characters.

In this chapter, I present current and future developments of ex-
tended reality (XR) technologies, usually referred to as virtual reality 
(VR), augmented reality (AR), and mixed reality (MR). I also dis-
cuss how they are already affecting our relationships, as well as how 
they are expected to do so in the near future.

The Rise of Extended Reality Technology

The year 2019 saw a major increase in the popularity of VR and 
AR, the two leading technologies in the broader field of extended 
reality (XR). For example, Meta, formerly Facebook, released the 
Oculus Quest on May 21, 2019, and sales were so good that they 
could not keep up with consumer demand.314 Despite some whis-
pers that the company held back their stock to make it look more 
popular, sales data the following year show that the sales of these 
technologies are skyrocketing. When Facebook released its next ver-
sion, Oculus Quest 2, on October 13, 2020, preorders were five times 
more than the original device. Even going into 2021, the headset 
had to be backordered with weeks on the waiting list. According to 
Qualcomm, Meta’s production partner, ten million Oculus Quest 2 
units shipped within a year since its launch. A combination of better 
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technology, lower prices, and the COVID- 19 pandemic sent this in-
dustry to the moon.315

No longer a niche product, several other major tech companies 
like Samsung, Google, Microsoft, HTC, and Sony have developed 
consumer- friendly home use equipment. In 2020, Peter Chou, 
former CEO of HTC, revealed his new initiative, XRSpace Manova, a 
VR headset designed for the mass market that is lighter than Oculus 
Quest 2 and designed for the 5G Internet infrastructure. The main 
advantage with the XRSpace hardware, however, is the inside- out 
cameras of the device, which can track hands and legs movements, 
so people can act naturally and simulate their gestures in the VR 
world. This opens up myriad possibilities in terms of immersive so-
cial networking, sport activities, educational training, and more.316

On the content side, besides Oculus apps, companies are starting 
to develop and use XR technologies. For example, in 2021, the 
Korean- based Hyperconnect launched its initiative of a new type 
of social forum for meeting friends, making connections, and 
building relationships. In this platform, real human users interact 
with Human AI- enabled avatars, combining an artificial intelligence 
brain with a virtual body. Pushed by COVID- 19, the company is also 
substantially investing in avatar technologies for the development of 
new features for its flagship “Azar” social networking service. This 
includes, for instance, the ability to virtually interact and enjoy ca-
sual conversation with famous historical figures, such as Albert 
Einstein, recreated by these technologies.317

Perhaps more importantly, the technology is getting cheaper, and 
sales are increasing. Google has been the leader in offering a low- 
cost option to the masses with Google Cardboard, which costs a few 
dollars and works with regular smartphones. The user only needs 
to download VR content on their mobile device, much of which are 
free, and insert it into the cardboard to watch. In this way, XR tech-
nology has become more available to the masses.318

For those who are not entirely familiar with these technologies, 
here is a quick introduction. Virtual reality (VR), the most pop-
ular branch of XR, uses computer technology to place its user in-
side a simulated environment.319 To experience virtual reality, users 
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generally wear face masks or goggles that screen three- dimensional 
graphics. By looking right or left with the headset, the user can see 
the scene off to the sides; and by turning the headset up or down, 
the user can see the scene above or below them. This responsiveness 
to user movement greatly enhances the immersive effect of virtual 
reality technology. The users feel as though they are placed inside 
the virtual environment. Some VR applications use AI algorithms 
to quickly adapt to the user and constantly generate new content 
accordingly.320

From here, the technology splits. In some implementations, 
the experience is passive, and users simply move through a scene 
without interacting with it. Users feel themselves to be inside this 
environment and behave and feel as if they were really there.321 In 
other implementations, virtual reality does not keep users to view 
the synthetic world passively. Instead, VR becomes an active ex-
perience where users’ actions and commands create a developing 
and changing reality. An active virtual reality, in particular, often 
involves the participation of a user in the virtual environment along 
with other users to accomplish a specific mission.322 Thus, an active 
virtual reality consists of three major components: immersion, par-
ticipation, and working together with that environment.323, 324

To enhance engagement, VR equipment sometimes includes mo-
tion sensors that detect movements of the user’s body, hands, and 
head, and adapt the content accordingly. Hand- held controllers, 
earphones, and the like often join headsets to make a whole experi-
ence.325 In the middle of 2021, Meta, then still Facebook, announced 
it has created the next generation of controllers: a wristband that 
translates motor signals from the brain into VR and AR actions. The 
wristband uses electromyography (EMG) to interpret electrical ac-
tivity from the brain as it sends motor information to the hand.326

Similarly, advanced virtual reality sets may include a position 
tracker. This component follows the user’s position to emulate this 
in the virtual environment, causing the user’s view from the VR- ca-
pable glasses to change accordingly. By integrating real- time com-
puter graphics with body tracking devices, immersive sounds, and 
other sensory input and output devices, users are given a better 
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feeling of their programmed reality, an experience involving the use 
of multiple senses at the same time.327

A close sibling of VR is augmented reality (AR), which is similar 
to VR in that it creates virtual artifacts. However, AR is not a pre-
sentation of a whole new environment but rather involves altering 
the existing environmental experience the user sees through spe-
cial glasses, mobiles, or other transparent devices. AR applications 
“enhance” real- world environments by layering digital artifacts over 
them. Digital effects produce a range of visual, audio, sensory, and 
even smell additions to everyday objects observed by the user. The 
tourism industry, for example, uses basic AR to superimpose educa-
tional text, images, and contextual sounds onto historically impor-
tant sites.328, 329

There is at least one more important sibling of this family: mixed 
reality (MR). MR integrates both VR and AR. The difference is 
that while AR just overlays virtual objects on the real- world envi-
ronment, MR lets users interact with and manipulate these virtual 
additions. Microsoft’s HoloLens, for example, provides an immer-
sive experience of real- world objects by overlaying a 3D image over 
the physical environment that reacts and responds to changes in 
users’ reactions or in the surrounding circumstances. Currently, MR 
is utilized in areas such as engineering, education, entertainment, 
and healthcare.329, 330

All three technologies often use both fictional and reality- based 
creations. While fictional creations are wholly digital, reality- based 
creations are based on decomposing real sets and actors to their 
basic features, modeling and remodeling them for many possible 
scenarios in volumetric videos. This method is being developed for 
sports games, for example. In these games, real players are filmed 
so that gamers can replicate their movements as part of myriad 
possibilities in virtual matches. Each new movement on the screen 
is modeled by this basic set of positions according to a vast number 
of combinations.

A recent development in the field by a startup called TetaVi does 
this not only for actors in expensive studios, but also for ordinary 
people, using their personal mobiles. The company’s “Solo” software 
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works with a single point- of- view video captured by any smartphone 
camera. Combined with AI techniques, TetaVi’s unique algorithm 
produces a 3D avatar that has its own life. After being produced, the 
new avatar can be used in VR, AR, and MR applications.

The whole family is frequently called extended reality (XR). This 
term is neat not only because it combines all technological variations 
in one single phrase, but also because it refers to the connection be-
tween the new technologies and our reality as an extension. While 
one can treat these technologies as an alternative existence, the term 
extended reality is more accurate because these technologies are not 
entirely removed from reality. The user still experiences real feelings, 
such as fear, awe, and amusement. Some users even come up with 
insights when using these technologies, as common applications 
include designing, planning, and brainstorming “real” projects, 
such as kitchen renovations. Therefore, the term extended reality 
is wholeheartedly adopted here, particularly when referring to the 
technologies in combination.

XR Development

Steven Spielberg’s film Ready Player One, based on Ernest Cline’s 
novel by that name, is set in 2045 in Columbus, Ohio. By this time, 
Columbus is decaying, its tall buildings composed of former trailers 
stacked on top of each other. This grim reality leads most of its cit-
izens to enjoy virtual reality sessions as an escape. In fact, most 
people are “hooked” on virtual reality, making them even less able 
to improve their situation. The dominant virtual world operator, 
the “Google” of virtual worlds, is called OASIS. Within OASIS, an 
orphaned teenager, named Wade Watts, tries to distinguish himself 
with his avatar called Parzival. As Parzival, Wade hunts for an Easter 
egg hidden within OASIS as part of the brainchild competition of 
the late founder of OASIS, James Halliday, to win his fortune and 
assets.

The film presents an impressively immersive vision for the future 
of VR. Leaving aside, for now, Spielberg’s warnings of social issues 
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related to XR technologies, which I discuss later in the chapter, let us 
first delve into Ready Player One’s technological vision. By describing 
differences between existing devices and the technologies presented 
in Spielberg’s film— which several experts I spoke with pointed to as 
a roadmap for XR development— we can better understand the cur-
rent challenges to XR.

For one, Wade is depicted using an omni-directional treadmill 
that gives him the ability to travel in any direction and at any speed. 
A few companies have tried to develop this technology in gaming, 
but they are not commercially viable. Current models take up too 
much space and are very expensive to buy and maintain.

One of the few VR treadmills that does exist is called the Omni, 
made by Virtuix. Omni treadmills are quite different from what 
Wade uses, because they do not let the player run free. Instead, a har-
ness keeps people from falling off the device, something that calls 
to mind a baby walker. In addition, users put special soles on their 
shoes, which let them slip and slide on the slightly tilted surface 
without moving much. This allows players to move in any direction.

Another development in current technology is the redirected 
walking (RDW) technique, allowing players to move for extended 
periods. Redirected walking takes advantage of when players don’t 
see anything, such as when the eye moves from one place to another 
rapidly. When this happens, the RDW technique subtly shifts the VR 
scene. This results in users thinking they are walking a straight line, 
but the path is being altered to stay within a designated real- world 
area. Of course, this still requires large enough spaces and is far from 
practical in modern apartments.

A second feature presented in Ready Player One is adding more 
senses, besides sounds and sights, such as feeling vibrations. For 
this reason, developers are working now on a vibrating rumble pack 
similar to those found in video game controllers. Vibration tech-
nology has been included in VR gloves like Gloveone and Manus 
that mimic textures and the feeling of touch. The more sophisti-
cated HaptX glove produces a combination of kinesthetic and tactile 
simulations with newer pneumatic technology. Made of fabric, the 
glove has hundreds of air pockets that inflate or deflate to produce 
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the desired sensation. These air pockets can also act to create re-
sistance against the user’s fingers. Similarly, Go Touch VR’s haptic 
rings have the ability to imitate the sensation of touching objects by 
varying the pressure on the user’s fingers with small devices attached 
to the user’s top three fingers in each hand.

Even more advanced is the technology behind the Teslasuit (no 
connection with the electric car company). Still under development, 
Teslasuits come very close to providing the experience described in 
Ready Player One. Using a Teslasuit, players can experience all kinds 
of sensations anywhere on the body. According to the company, that 
range includes rain, cold, and even getting slammed into the ground.

Another difference between the film and reality is Wade’s use of 
a retinal projector. In the film, the system projects images with low- 
power lasers directly onto the eye of its users. Such projector allows 
for less bulky, more straight- forward headsets and the result is more 
convincing. In contrast, current VR devices use screen- type displays 
in front of the user’s face.

This retina- based technology is still in its early stages. In 2018, 
Intel announced Vaunt, smart glasses that are designed to use retinal 
projection. The glasses paint an image on the retina with red, green, 
and blue lasers. After a few months, though, Intel gave up on this de-
velopment and sold the technology to another company, which was 
eventually bought by Google.

Also in 2018, QD Laser developed the first commercialized ver-
sion of virtual retinal display, called the VRD RETISSA Display, and, 
in 2019, achieved a resolution equivalent to 720p with their second 
release. In 2020, Bosch also introduced similar technology in their 
CES booth.331

Another approach to control virtual reality is to use basic 
Brain- Machine Interface (BMI) systems. Although sophisticated 
BMIs like we saw in Striking Vipers have not evolved yet, certain 
developments already show promising results, adding to the prog-
ress made by Elon Musk’s Neuralink, as discussed in the previous 
chapter. So far, scientists have successfully used BMI to read and 
decode brain waves in paralyzed patients. In one breakthrough, 
an intense, immersive virtual reality training combined with BMI 
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technology caused all eight treated patients to experience neurolog-
ical improvements in their touch and sensation. They also regained 
voluntary motor control in key muscles. In fact, half of these patients 
were classified as only partly paralyzed after using this technology.332 
In 2020, scientists even demonstrated the possibility of a brain- to- 
spine interface (BTSI), whereby tactile and artificial sensory infor-
mation is decoded from the brain.333 Thus, an increasing number 
of technological developments are facilitating communication by 
brain waves. And although it sounds quite risky, studies show that 
this technology is not only feasible but also safe to use.334 It seems 
we are getting closer to a point where we could transfer BMI and 
BTSI technologies from medical usage to a much broader set of 
applications, in which virtual scenarios will be affected directly by 
our thoughts.

Furthermore, XR programmers and designers are now working 
on improving XR content. They not only work on how to make vir-
tual plots more realistic, sophisticated, and rich in possibilities, but 
also on how to make these applications generate new content on 
their own, in line with the user’s moves and nodes. The goal is to 
make programing itself, not the content, responsive enough to the 
user to continually regenerate characters, objects, and landscapes. It 
is a very ambitious goal, but we are certainly on our way there. The 
technologies behind these developments are similar to those of AI, 
which were described in the previous chapter. The main difference is 
that the AI engine produces representations and projects them with 
the visual, audio, and other sensorial mechanisms of XR.

A more advanced challenge arises in combining different XR 
technologies. Think about a typical user in the near future who will 
want to move things around in one AR application without having 
to “put away” their virtual pet broadcast by another application. 
What should the platform decide, for instance, when two different 
technologies have conflicting AR effects on the same physical ob-
ject? How should the input be aggregated without favoring one tech-
nology over the other? For this purpose, companies such as Microsoft 
and Google are already developing platforms that can activate 
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several apps and technologies simultaneously, synchronizing all ar-
tificial moves and objects.335

Lastly, a common challenge is simply user- experience issues, in-
cluding, for example, bulky hardware, slow connectivity, and tech-
nical glitches. According to a survey of 140 experts in the industry 
conducted by Perkins Coie, 41% feel that the biggest obstacles 
blocking mass VR adoption are user- experience issues.336

Virtual worlds require massive amount of data and raise a problem 
that appears frequently in my analysis of user feedback on existing 
products: many Internet providers cannot consistently handle the 
data transfer. Jasmine, for example, wrote: “I am trying to go to 
places in Avakin Life but I can’t and it’s writing to me ‘connection 
lost’. The internet I have is fast!”

Most likely, Jasmine did everything right as such complaints recur 
time and again among users of VR technology. One user of VRChat 
also wrote: “I can’t join the game now without suffering from crack-
ling audio, high- latency, and constant crashing as it can’t even handle 
5 or more people without the audio glitching and my framerate 
going to slow.” The graphics and AI engines of VR are many times 
too data- consuming to make usage smooth sailing.

Indeed, the XR user experience is in its first steps. Quality is not 
great, and the freedom of movement within virtual worlds is limited. 
Perhaps most importantly, there are only a few scenarios in each vir-
tual or augmented content, making storylines short and simplistic. 
We have a long way to go before we can fully immerse ourselves in 
virtual worlds.

No wonder that in my survey, conducted in 2020 and 2021, 
American adults were less familiar with VR technology compared 
with AI technology (Figures 7.1a, 7.1b, and 7.1c). Virtual tech-
nology is the most popular technology of the XR family, and, still, 
participants were statistically significantly less familiar with VR 
technology than AI. Moreover, participants testified that they use 
VR less often, and, most importantly, enjoy it to a lesser extent.

Although the XR industry is still struggling to make devices more 
reliable and easier to use, the industry is improving quickly. Every 
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version of Meta’s Oculus uses better materials and software. As a re-
sult, the devices become more powerful, reliable, and comfortable to 
wear. Microsoft does the same with the HoloLens MR device, HTC 
with the VIVE VR headset, and other companies are quick to follow 
these developments.

Moreover, supporting equipment that enhances users’ experience 
and makes it more encompassing is constantly being developed. 
In parallel, improved Internet connectivity and the deployment of 
5G networks support these applications. You can be sure that all 
these efforts and many billions of dollars of investment are going 
to address the challenge of getting the technology in the hands of 
consumers. New video hardware, AI chips, production methods, 
audio techniques, and body sensors are all in the making. When 
Nvidia CEO Jensen Huang was asked if we are going to see a flood 
of metaverses— virtual worlds similar to that of Ready Player One— 
he said:

5.09

(c)

4.36

How much enjoy AI How much enjoy VR

Figure 7.1 Continued
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The answer is absolutely, yes. I think that it’s time, and it won’t be one. 
We’re going to have a whole bunch of metaverses. Each one is going to 
be based on the stories you like. There will be some based on Minecraft, 
Fortnite, Battlefield, or based on Call of Duty. There are all kinds of styles 
and personalities. You’ll see one based on The Witcher, one based on 
Warcraft, and all kinds of genres. There will be hundreds of metaverses. 
That’s the exciting part of it.337

While the capabilities and possibilities of XR technology are 
growing, the main question here is whether users can find it believ-
able and relatable in the realm of relationships. In other words, even 
if the sensorial revolution sounds good in theory, it is something that 
should be proven, especially in terms of eliciting emotions and at-
tachment. So, let us turn now to the potential XR technology holds 
in the future of relationships.

Relationships 5.0 and XR Technology

Do humans react to extended reality as if it is really an extension 
of what we are used to experiencing as our “basic reality?” Can our 
brains be rewired to buy into this artificial reality and be affected by 
it emotionally and mentally? Sure, it is easy to see how extended re-
ality can entertain us. But it should only be considered a real revo-
lution when we start seeing how people are deeply affected by this 
technology and even get attached to virtual characters.

To understand this, I turned to Philip Lindner, who seemed the 
perfect person for this matter. Philip wears two hats: he is both a li-
censed clinical psychologist and a PhD researcher at the Karolinska 
Institutet in Sweden who wrote dozens of research papers on ex-
tended reality, including a recent review on the past, present, and 
future of virtual reality.338 I asked him whether relationship with vir-
tual avatars is possible. He replied unequivocally:

Definitively, for the simple reason that people already develop mean-
ingful relationships in virtual worlds. There are already people who 
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have found lifelong friendship and even gotten married in World of 
Warcraft . . . it is not really the current state of technology that keeps us 
from this, but rather the obstacle of getting the technology in the hands 
of consumers and making it attractive to use.

Philip is certainly right in pointing out the attractiveness of the XR 
technology as the main issue in the field of relationships. As shown 
above, people do not find XR technology as enjoyable as AI tech-
nology, despite its higher degree of immersion.

Again, I found acceptance to be the key here. Many people voiced 
concerns regarding relationships in virtual worlds, thinking of it as 
unreal, ungratifying, and even unhealthy. Charlotte, 38, a married 
woman from Norwood, Colorado, stated: “It’s weird. I don’t think it’s 
healthy to make those kind of attachments to virtual things. I don’t 
think it can be truly satisfying. I’d assume it’s programmed to re-
spond certain ways, and that could be misleading.” Elijah, a 44- year- 
old single man from Ohio, explained this a bit differently:

It is useful and practical, but one must always remember they [avatars] 
are not human. “Human- like” and human beings are two different 
entities. I think most people understand this, and I find it difficult to be-
lieve emotional bonds with technology will be accepted. It still seems 
farfetched that anyone could “love” a virtual “being.”

People like Charlotte and Elijah doubt that extended reality can be 
real enough to elicit emotions or romantic attachments. I elaborate 
more on the social acceptance of XR technology, but if that’s the case, 
then we must first understand the power of the sensorial revolution 
and why what seems unbelievable today is within reach.

Can Extended Reality Elicit Real Feelings?

We first need to ask whether XR is so immersive that it can elicit deeper, 
more profound emotions than other technological mediums. One 
experiment that attempted to answer this question was conducted at 
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MIT. A comparison was made between two groups for two weeks. One 
group was given a VR system with relaxation content, and the control 
group was assigned the same materials, only using an ordinary TV. The 
results showed that after the intervention, the VR usage provided more 
benefits than the control group. The VR participants reported being 
less socially isolated, with fewer signs of depression, and higher levels 
of well- being.339

Given the ability of VR to affect us, psychologists have become 
increasingly interested in using it to treat mental health problems.340 
These ventures were initially met with skepticism by professionals in 
the field: after all, how can technology replace the skills specialists ac-
quired in years of practice and academic training? Yet, recent studies 
show that VR can elicit the same emotions, as well as similar— or 
even better— clinical results, as sessions with trained professionals.

For example, it is increasingly common to see VR used to induce 
exposure- based therapy (EBT) in treating phobias.341 The combi-
nation of VR and EBT (conveniently abbreviated to VR- EBT), has 
also been used to successfully treat difficult cases of post- traumatic 
stress disorder (PTSD) among military personnel, victims of crim-
inal violence, and victims of sexual abuse.342 In fact, using VR- EBT 
for psychological treatment is effective to the point that studies that 
combine the use of anxiety medication D- cycloserine with VR- EBT, 
have found that the latter made the pharmaceutical treatment re-
dundant. VR- EBT alone accounted for significant improvement in 
patient well- being and reduction in relapse.343

Other studies have shown that VR can extend far beyond 
the realms of exposure- based therapy. One study, in particular, 
demonstrates how VR can be used to embody self- compassion. 
Fifteen adults with clinical depression engaged in an eight- minute 
VR scenario, where in the first part they entered a virtual body and 
were instructed to deliver compassion through compliments and 
positive comments. They were then moved to a second virtual body, 
wherein they received the compassion that they delivered from the 
first person they embodied. Remarkably, after three repetitions of 
this exercise— less than 30 minutes altogether— the participants ex-
perienced significant reductions in self- criticism and the severity 
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of depression, and increases in self- compassion that were in some 
cases still observable after four weeks.344

VR can also be used to trigger cognitive and emotional empathy 
for others. One study demonstrated this by using VR to impart com-
passion for individuals who are red- green colorblind. Normal- vi-
sion participants were immersed into one of two realities, where 
the first presented the world in full color, and the second replicated 
what things would look like for red- green colorblind individuals. 
Following this experience, they were asked to advise a student 
group to create a website for people with colorblindness. Those in 
the colorblind condition spent, on average, twice as much time and 
wrote twice as much advice for the website creators. These findings 
are particularly remarkable given the challenges typically faced by 
mentors, parents, and psychologists in teaching empathy without 
technology assistance.345

To reflect the scale of the success of using VR for psychotherapy, 
a recent meta- analysis of 30 studies, including 1,057 participants, 
consistently demonstrates how VR has been used to successfully 
treat specific phobias, performance anxiety, PTSD, personality dis-
order, and seasonal affective disorder.346 Another meta- analysis 
of 13 studies showed similar results with an improvement of those 
suffering from mental disorders across a series of indicators.347 The 
technology is so successful at identifying and eliciting complex 
human emotional experiences that predictions are that psycholog-
ical treatments with this technology will be widely commercialized 
soon.338

Similar effect has also been demonstrated for storytelling. 
Storytelling is an emotive experience that cuts across all cultural 
boundaries. Almost all of us have been told stories since birth, 
making them a highly emotional experience. Replicating the ex-
citement, awe, and joy that often arise in storytelling through VR 
and AR may therefore be an indicator for the emotional effect of XR 
technology.

To examine this possibility, scientists from South Korea devel-
oped a VR model that was programmed to tell stories that vary 
in the levels of flow, presence, emotion, and user embodiment in 



166 Relationships 5.0

the stories. Their analysis of the experiences of 200 participants 
showed how the empathy incurred by storytelling was amplified by 
increasing levels of immersion with VR technology. In other words, 
better VR technology correlated with increased levels of users’ em-
pathy in storytelling.323

Such results caught the attention of the media, and a growing 
number of newsrooms and magazines are investing in this field. 
They experiment with VR and AR to accompany their stories and 
immerse their viewers and users in their news content. The New York 
Times, the Washington Post, and a series of other outlets are using 
these technologies, driven by the desire to explore new opportunities 
for audience engagement and revenue generation.321

The question remains, however, whether the effect we see in these 
studies is only episodic, eliciting short- term emotions, or whether 
we can really become attached to virtual characters in an ongoing 
interaction, developing a complex set of emotions. From there, the 
way to Relationships 5.0 gets shorter.

Extended Reality and Emotional Attachment

Second Life is a virtual world in 3D. Users pick a digital avatar that 
develops social and personal lives, connects with avatar friends, and 
joins activities like quests, parties, and conversations. As in the “real” 
world, residents of the Second Life world can become acquainted, 
date, have sex, fall in love, get married, and start their own family 
units, all while maintaining relationships and friendships with 
others online. With close to one million active users, the relationship 
possibilities are seemingly endless, with many regular users creating 
their own blended families that include relationships in Second Life 
as well as relationships with humans outside of the avatar world. 
These digital kinships provide companionship that often is deemed 
to be just as beneficial and serious as non- digital kinships.348

Interactions in the Second Life world have, therefore, provided 
researchers an excellent view of how virtual relationships work, and 
because Second Life has been around since 2003, there is plenty 
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of research around it. In their book Living and Dying in a Virtual 
World, Margaret Gibson and Clarissa Carden recount their ex-
perience in Second Life. Embodying an avatar named MargieG, 
Margaret describes how she visited the Second Afterlife cemetery in 
her avatar body, where she came across someone who was mourning 
a brother’s death. MargieG engaged in a brief chat with the user to 
surmise the circumstances and later recounted how she knew the 
user was crying in real life. Though the avatar was not shedding 
tears, she was rubbing her legs and moving her head in such a way 
that made it clear that this was the case. Having lost her brother her-
self a few weeks earlier, Margaret felt deep compassion toward this 
anonymous user.349

What is remarkable about this encounter, and so many others like 
it, is the empathy, connectedness, and indeed companionship that 
are evident, or even amplified in virtual worlds. Second Life users 
seek and receive comfort, friendship, and companionship through 
VR. They can give and receive virtual gifts, objects that become sen-
timental over time and add new dimensions to these relationships.349

Yet, the fact that we can feel empathy for a virtual character does 
not automatically mean that these feelings can replace real- life com-
panionship and love. For this reason, researchers asked 199 Second 
Life members whose online characters were involved in various 
romantic relationships about the quality of that relationship. The 
researchers were surprised to find that participants considered these 
online relationships as meaningful as offline relationships. In fact, 
Second Life relationships were sometimes even preferred over “real” 
ones. Some participants reported more positive characteristics for 
their virtual partner than their “real” life partners. Others indicated 
that their virtual relationship was an emotional competitor or po-
tential threat to their “real” life relationship. It certainly was not an 
exercise in fantasy or a form of game playing for the participants.350

Another study showed, again, that people could develop on-
line relationships that are just as strong as real- life ones. The study 
was based on 125 participants who established relationships via 
Second Life. The researchers expected that the participants’ “real- 
world” connections would show higher attachment levels than 
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virtual- world relationships. But, here, too, the researchers were sur-
prised to discover no such advantage.351 Remarkably, the results of 
these studies mean that virtual avatars are emotionally attachable.

Yet these studies also leave out some unanswered questions. First, 
the avatars had humans behind them to operate them and speak 
for them. If this is the case, will tech- based, autonomous avatars 
programmed to elicit emotions from other humans be successful 
as well?

Second, participants are not necessarily a representative sample 
of the population because they are already engaged in the Second 
Life virtual world and possibly have the propensity to favor virtual 
worlds. Thus, although we see that some people can feel this way, we 
do not know how the general population would react.

A 2019 study answered these two questions, showing that the 
general population reacts to virtual avatars similarly to Second 
Life’s users and that autonomous avatars can be as emotionally 
affecting as human- operated avatars. In this study, 130 hetero-
sexual adults who were in steady “real” relationships for at least 
four months before the study took place, used a VR set- up to visit 
a virtual bar with an attractive opposite- sex bartender. The bar-
tender was pre- scripted to behave either seductively or neutrally. 
Following the bar’s visit, everyone was interviewed by an opposite- 
sex human confederate to ask them about their experience. The 
results showed that those who visited the virtual bar with the se-
ductive bartender felt guilt, due to feeling infidelity after flirting 
with the virtual bartender. It caused participants to have concerns 
about their real- life relationships. In addition, they ranked their 
human interviewer as significantly less attractive, as if they 
were having a better experience with the virtual bartender. The 
researchers suggest that flirting with the virtual bartender blurred 
the lines between human and technology- induced emotions. In 
turn, participants developed feelings of self- guilt and contempt 
toward others as they would in real- life scenarios.352

To understand the mechanisms at play, I asked Phillip Lindner 
why and how relationships in virtual worlds work so well. His an-
swer was thought- provoking:
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Obviously, the physical aspect of a traditional romantic relationship, to 
an agent or through avatars, has no virtual equivalent at present— but 
even today, plenty of people are satisfied with having long- distance 
relationships, even without any virtual embodied interaction that 
would presumably lower the threshold. Further, we are probably only a 
few years away from consumer versions of haptic suits that will be able 
to simulate virtual touch to some degree. Should it become common to 
spend a lot of time in an OASIS- like virtual world, this type of relationship 
would probably become more acceptable and normalized. Similarly, in 
the psychotherapeutic context, research at our lab shows, for example, 
that users can develop something akin to a traditional therapist- patient 
relationship even with automated, virtual (agent) therapists.

Phillip raises four arguments here in favor of relationships in vir-
tual worlds. First, if we can have long- distance relationships, then, 
by extension, we can hold other, unconventional relationships such 
as virtual ones. Second, the sensorial revolution has just begun, and, 
with time, we will be able to experience virtual relationships as more 
real, especially as technological innovations, such as haptic suits, 
will become available. Third, using XR technologies more often will 
trigger a cycle in which it will be more acceptable to have virtual 
relationships. We can only expect that this, in turn, will further en-
courage people to stay in virtual worlds for longer periods. Finally, 
and as shown in the studies I brought earlier, Philip’s experiments 
have also shown that virtual beings are able to be therapists.

As much as these arguments sound radical and futuristic, I found 
several people in my own study who are already open to the idea 
of relationships in virtual worlds. For example, Mary, a 49- year- old 
married woman from North Carolina, explained: “I have been on 
role playing games, where you become quite close to other characters 
in the game. You become emotionally invested because of their per-
sonality so I guess given that, I might be open to changing my mind 
about it.”

This kind of openness is not so surprising. Many people feel 
attracted to and influenced by mass media personas, creating with 
them what studies call parasocial relationships, a phenomenon 
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which was identified and has been studied since the mid- twen-
tieth century. Real feelings and affection are shown to develop, 
even without fully knowing the person in question. Studies have 
shown that this kind of attachment is not necessarily negative; it is 
considered an extension of normal social cognition, emphasizing 
the role of imagination in social interactions.353

This type of interaction is enhanced when there is an option to 
engage with a given persona. Think about characters from your fa-
vorite novel or film, no matter how unrealistic. Now imagine being 
able to interact with them or having them assist you on some kind of 
quest. Studies on role- playing adventure games, for example, found 
that players develop a complex range of emotions and attachment to 
their avatars. They are influenced by the virtual characters’ physical 
attractiveness, friendliness, and personal characteristics.354 Now, 
consider how the emotional attachment we can form with fictional 
characters are heightened even more in extended reality situations, 
where our avatars get to interact with others.

We do not even need to be exposed to highly sophisticated XR 
technology to understand this. Millennials may remember the huge 
popularity of the Tamagotchi toy in the 1990s. The Tamagotchi was 
a handheld virtual pet on a pixelated screen that would “grow up” 
and change shapes over the course of a life cycle of up to around two 
weeks. Tamagotchi owners had to regularly feed, play with, and care 
for their Tamagotchi to ensure its growth and prevent premature 
death. Though initially marketed for teenagers, Tamagotchi grew 
popular among adults, with people canceling business meetings, 
causing traffic accidents, and even choosing to leave flights to tend 
to their pets or avoid turning them off— which is akin to killing 
them.355

The so- called Tamagotchi effect should help us understand how 
and why humans have developed much deeper connections with 
more advanced virtual characters.356 With Tamagotchi, adults form 
dependent attachments to virtual pets on palm- sized devices with 
processing power that might rival an electronic car key. It should 
come as no surprise, then, that much more advanced XR technology 
can also elicit feelings of attachment and a desire for care.357
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I saw evidence of this in my study on Avakin Life. A user named 
Tiffaney wrote: “It [is] so fun you get to have your own house and 
boyfriend, I wish you can have a kid.” Tiffaney surrounds herself 
with all her wishes in the virtual world of Avakin Life. The only as-
pect she still feels missing is a virtual kid to raise and take care of, an 
advanced version of the Tamagotchi.

Indeed, while having a kid through XR technology sounds ex-
treme to today’s ears and the industry is still reluctant on that 
front, virtual pets are increasingly common. Researchers from the 
University of Central Florida and Stanford University explored the 
possibility of virtual pets, mainly through AR.358 They propose using 
AR technology to create a virtual pet that could behave, in many 
ways, just like a dog. The AR dog would join its owner for walks, 
meals, play games, and bark and engage with its surrounding, but 
unlike biological dogs would not require food, vet expenses, regular 
exercise, and could be “born” well- behaved and trained.

Technology for virtual pets that advanced is still in development, 
but earlier studies show how even simple virtual pets provide at least 
some of the companionship that humans experience from biological 
pets.359 Moreover, given human attachment to the now extremely 
basic Tamagotchi, it seems very reasonable that AR pets will pro-
vide meaningful companionship for their owners. This presents 
advantages for people who might not have the time, money, or capa-
bility to take care of a biological pet, but still seek the benefits of this 
type of company.360

Once XR capabilities are accepted in the realm of pet ownership, it 
is easier to go back to human- human relationships. One of the most 
promising VR environments for relationships to flourish is VRChat. 
In VRChat, similarly to Second Life, users create avatars and use 
them to make friends, join conversations, explore worlds, and attend 
community events. It was released in 2019 on Oculus platform and 
has since seen a rapid increase in popularity. In 2021, it saw more 
than 30,000 concurrent users interacting in over 50,000 community- 
built “worlds.” VRChat technology allows users to express them-
selves through hand gestures and spatialized audio, adding to a 
sense of interactive realism. Yet, it goes far beyond the VR world’s 
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boundaries, as the VRChat community is present on mainstream so-
cial media platforms such as Twitter, Twitch, Facebook, Instagram, 
and YouTube.

VRChat highlights a critical aspect of the VR world, which is the 
ability to experiment with identity and sense of self. Their website 
touts that many users report that VRChat has helped them overcome 
social anxiety. The communal world- building also allows for people 
who may have experienced loneliness to feel that they are part of a 
bigger group that they can contribute to through their unique skills 
and ideas.

In my study of VRChat I saw how the possibilities it offers were 
particularly significant during COVID- 19- related social distancing. 
A user named Brent, for example, stated: “During this pandemic 
everyone is stuck at home . . . everything during this is antisocial, 
but with VRChat it is a great way to cheer you up and get to be social 
again.”

Another user praises VRChat as “a GREAT place for people to talk 
about issues in their life and counsel others. It helps with things like 
social anxiety and can form INCREDIBLE relationships!”

In fact, leaving aside users’ feedbacks on technical difficulties and 
needs, 31% of my sample of users reported they benefit from the so-
ciability of VRChat, and another 8% said it helps combat loneliness. 
Yet, perhaps as in the real- life world, 9% reported an inappropriate 
interaction. Indeed, the possibility that VR could be used for inap-
propriate interactions should not be ignored.

XR technology is also entering contentious realms as a facilitator 
of sexual satisfaction. The company SexLikeReal, for example, is de-
veloping scenarios where the user takes part in intimate encounters 
with individuals programmed into VR. The technology provides 
a fully immersive experience that can satisfy many of the needs 
obtained from intimate human interactions and is thus far more 
involving than pornography. For example, VR technology can even 
simulate waking up next to an intimate partner. “It’s a virtual girl-
friend experience that’s even better than the real thing,” boasts the 
company spokeswoman.361
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While this sounds like a cheap marketing campaign, studies 
show that the effect of XR technologies may also be positive. Such 
XR experiences are often shown to increase sexual satisfaction, con-
firm sexual identification, and boost the sexual confidence of their 
users.362, 363 Just think of people who want to experiment with their 
gender. They can now try to be in the body of the opposite sex or 
dress in a way that causes them to feel more comfortable, exactly as 
Karl became Roxanne on Black Mirror’s episode.

Similarly, young people can explore their sexual orientation in a 
safe environment or learn how to be more tolerant of others who 
explore their sexual identities. Still others will want to practice and 
develop their sexual communication skills in a non- judgmental cli-
mate. These examples can augment relationships in the coming years 
or replace them, in line with the user’s wishes.

Alongside these positive prospects, some researchers warn that 
XR technologies can lead to a decline in human contact, feelings of 
objectification, and even a sense of infantilization. In addition, they 
warn against gender biases, as most users are currently men. Indeed, 
in my own study I found that men are not only more familiar with 
this technology, but also enjoy it more (Figures 7.2a and 7.2b). This 
is unlike AI, with which women compare to men.

For this reason, some researchers argue that the consequences 
of disseminating these technologies will only add to more general 
trends, in which men objectify women in using these technologies.364 
These are severe concerns that we should carefully identify, regu-
late, and take precautions ensuring that the use of XR technologies 
in these realms is safe and just, and I elaborate on these issues in 
Chapter 9.

Nevertheless, no matter how we judge the use of extended reality for 
sexual purposes, the fact is that XR is a real and impactful revolution in 
this realm. Although it is easy to criticize such usage, if regulations will 
be in place and ethical considerations will be settled, the XR technology 
could be used for the benefit of society, one way or another, as already 
today therapists and sexologists use XR technologies and see a signifi-
cant and positive effect in the realm of relationships.363
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Accepting and Embracing 
the Sensorial Revolution

It is clear that though XR technologies are creating environments 
that people want to use, many still do not feel completely comfort-
able with the relationships engendered by this technology. On one 
side I found people like Mark, a 30- year- old computer scientist from 
upstate New York, who is currently single and supports the idea of 
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having relationships with avatars: “I think that human to human in-
teraction is over- rated and most things are moving virtual anyway.”

On the other side, however, I found many who expressed 
reservations for several reasons. Mika, 47, a married woman from 
Florida, stated: “I think this is very wrong. People need human con-
tact and isolating them even more with relationships with non- 
humans is a bad idea. I think it’s weird, personally, and could harm 
or halt people developing the social skills they need in their daily 
lives.” Esther, 47, a single woman from California, stated:

I think there are some benefits but overall I don’t think it’s good to re-
place human friends with virtual ones. I feel it would make people feel 
more lonely than ever and distance them from interactions with real 
people. There could be some cases where it might be helpful, but I think 
it would cause more problems than it would solve.

There are several concerns in these reactions that developers will 
need to address if they want to put XR technology in the hands of 
many, as they did with smartphones. First, there are claims against 
how “real” these technologies are and how much they are capable of 
creating truly satisfying interactions. The assumption is that people 
only feel lonelier when using XR technology.

Second, many people fear that using XR will reduce their conver-
sational skills. Such concerns have also been raised by Sherry Turkle 
in her book, Reclaiming Conversation. She examined at length how 
emerging technologies may affect our conversation skills and impact 
human communication. Turkle heavily criticizes the way in which 
we are losing the art of conversation and warns about what is coming 
with further technological developments.

Indeed, issues arose quickly with the first commercial VR 
technologies. These technologies were primarily for gaming 
purposes, and as such carried stereotypes found associated with 
gamers, such as being anti- social and more interested in technology 
than in friendships or appearance.365

My study of a representative sample of 426 American adults 
shows that these stereotypes are removed from reality. Statistically 
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speaking, and accounting for demographic and socio- economic 
characteristics, those who currently enjoy VR technology are not less 
social in terms of the importance they assign to human friendships 
relative to the general population.

Interestingly, I also found that more religious people were signif-
icantly more open to virtual and augmented worlds. This finding 
is particularly intriguing considering the parallels between the ef-
fort made in many religions to move people emotionally with the 
help of religious ceremonies and efforts made in XR applications 
to affect us emotionally, as I briefly discussed in  Chapter 5.

The extreme of this connection between religiosity and XR 
might be taken too far, however. For example, Brian, 42, a highly 
devout Christian married businessman from Palo Alto, California, 
explained: “If they reach a point where they can emulate every 
emotion, I think it would be beneficial . . . . You could program 
out all of the selfish behavior and make a perfect mate.” It sounds 
as if Brian wishes to shape society with all the good virtues. In his 
opinion, if religion will not be able to do it, then why not trying 
programming? This, of course, might sound immoral, and cer-
tainly raises serious ethical questions that we will need to deal 
with soon.

Despite the fears many still hold, numerous studies cited here 
and elsewhere mainly point to the myriad benefits of XR. These 
technologies help many overcome anxieties, traumas, and de-
pression, to name just a few. Virtual avatars also act as benevo-
lent therapists, companions, and even lovers. These applications 
are surprisingly satisfying and convincing, even with today’s 
clunky technology. We can only imagine the adoption trajectory 
in coming years.

It therefore seems that we will need to learn how to take the good 
out of XR, without the bad if we want it to be widely accepted. We 
should investigate these applications and their impact and, conse-
quently, suggest ethical standards, policies, and regulations that 
make them safe, just, healthy, and beneficial. Especially as this 
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progress seems inevitable, there is no way to avoid applying some 
guidelines to the usage of XR, and I elaborate on these important 
issues in  Chapter 9. Yet, with all justified reservations, the senso-
rial revolution is moving forward, joining another revolution, the 
physical one, which demands our attention now.



8
Relationships 5.0 and 
the Physical Revolution

In 2002, Richard K. Morgan published his novel, Altered Carbon, 
which was later turned into a successful Netflix series. The story 
is set in a future reality wherein interstellar travel is possible by 
transferring individual consciousness and memories between 
bodies, or “sleeves.” The premise is that human consciousness is 
located entirely inside of our brains and that our bodies merely act 
as hosts for the “self.” Thus, by digitally replicating our minds, the 
technology in Altered Carbon can send copies of our “selves” to other 
bodies. Moreover, it does this across the universe, so individuals can 
essentially travel to wherever they want and need to go.

This fictional technology makes an implicit assumption: the self 
and the mind overlap perfectly, while the body has no meaning. 
This was, for a long time, the dominant paradigm for psychologists, 
brain scientists, and philosophers. According to this thinking, the 
human body is not an integral part of the self and can be replaced 
easily.366

There is a direct line between the proponents of this approach and 
those who believe that AI can be the sole provider of companionship. 
A body is not required simply because it has very little to do with our 
emotions, entertainment, and joy. Put simply, Alexa, Google Home, 
and Siri are enough to give us company and support us in times of 
need. We can feel attached to AI systems’ invisible minds as if they 
were our closest friends or partners. Many films are based on this 
premise and show a connection between a human and an operating 
system with no real body or image.
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However, a growing number of theorists argue that the embod-
iment of our minds, or our “sleeves,” as Morgan coined it, is an es-
sential part of consciousness. This theory, known as embodied 
cognition or enactive cognition, suggests that the physical instan-
tiation of the mind is an inseparable part of consciousness. The way 
we think, see, and perceive ourselves is connected to the way our 
minds and consciousness occupy and experience our bodies. The ar-
gument is that the same thoughts from the same mind will yield dif-
ferent experiences in different physical sleeves or bodies.366, 367 Our 
gestures, facial expressions, and hand movements also impact our 
communication. Our body influences how we connect with others.

To see how embodied cognition is central to the human experi-
ence, just consider the use of metaphors across different languages 
and cultures. Philosophers and cognitive linguists George Lakoff 
and Mark Johnson touched on this in their seminal 1980 book, 
Metaphors We Live By.368 For example, happiness is almost uni-
versally associated with metaphors of being physically up or high. 
Think of being “on top of the world,” “sky high,” or “on cloud nine”— 
parallel metaphors exist in dozens of languages. Similar patterns can 
be associated with other feelings and emotions: sadness with being 
low (e.g., “down in the dumps”), love with energy (e.g., “a romantic 
spark”), value with heaviness (e.g., “a hefty price”).

If we accept this line of thinking, then it would make the tech-
nology in Altered Carbon unrealistic, because cognitive processes 
are deeply entangled in action and body movements. We need to 
connect certain gestures with specific speech to get the full picture 
of what is said to us. Our body is needed, the argument goes, because 
the physical embodiment of our minds is inseparable from our day- 
to- day consciousness.

Taking this to the realm of relationships, what draws us to a 
specific person is not only what they utter or think, but also their 
gestures and motions. Body language completes the manifestation 
of the character with which we are in love, friendship, or any other 
relationship.
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Thus, according to embodied consciousness, a computerized 
mind, such as those that are being developed in AI devices, will not 
be able to replicate humans. The human experience will be missing 
without the “sleeve.” Lacking that extra gesture or act, humans will 
have difficulty engaging with machines not only physically but 
also mentally and emotionally. In contrast, imagine the experience 
of having an interaction with Alexa or Siri with the addition of a 
physical body that makes the right gesture when addressing your 
questions or adds a beautiful smile in wishing you a good night. This 
is exactly what completes the communication and makes it “human.”

In fact, cognitive scientists suggest a complicated four- way in-
teraction between posture, language, physiological responses, 
and emotions. This conceptual blending, often referred to as 
ideasthesia,369 presents a particular challenge for replicating the 
human experience in AI devices alone. Computerized versions of a 
human brain will only be able to feel authentic when programmers 
learn how to get them to reside in a body and interact with humans 
using the full array of cognitive and physical expressions combined.

Extended Reality (XR) technologies (such as VR and AR) can ad-
dress some of these issues, but a more comprehensive and direct ap-
proach would be to give the AI its own “sleeve” in the form of a robot. 
While the solution of robots is still much more expensive than AI 
alone or even XR, it has its own advantages. It adds a whole array of 
functions, not only to the physical capabilities of technology, but also 
to its mental expression and power. Unlike other technologies, we can 
touch robots with our hands and look at them directly with our bare 
eyes. Moreover, the artificial bodies being developed now are a crucial 
aspect of Relationships 5.0 because we will not be able to rely on tech-
nology for actionable tasks or receive affection through physical acts 
without them.

When I asked 340 American adults what is missing from ad-
vanced technology for them to feel comfortable connecting with it, 
37% pointed to physical matters. They mentioned their need to see 
developments in walking and other human activities, having more 
human- like appearance, and being able to make facial expressions. 
These requests can be compared with other, more abstract issues 
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such as having feelings (17%), possessing cognitive skills (16.5%), or 
being more adaptive (14%).

This chapter, therefore, discusses the third leg of Relationships 
5.0: the physical one. It explores the impact of giving a physical body 
to human- tech interactions and demonstrates the advances in the 
field of social robotics. It shows how robots are soon expected to be 
emotional companions to anyone willing to use them, just like mo-
bile phones.

The Rise of Social Robotics

When someone says the word “robot,” what comes to mind? Science 
fiction? An outdated dance move? The inhabitants of the future? The 
answer may differ for each individual, but it is an idea that almost 
everyone is familiar with. Today, there are robots in grocery stores, 
restaurants, museums, hotels, schools, airports, and hospitals; they 
are classed as industrial robots, military robots, educational robots, 
and more.370, 371

In parallel, we also see an increase in the number of robots not 
only throughout businesses and factories, but also in our homes. 
Using AI capabilities, these robots are becoming more intelligent 
and less reliant on human instruction. Their sophistication is rising, 
their materials are becoming cheaper, and their functions more 
varied. Around many homes, there are already robotic vacuum 
cleaners, automatic dishwashers, and self- guided lawnmowers. They 
do not necessarily look like how we imagine robots, but they are 
robots nevertheless.

The challenge, however, is to have human- like robots that we 
can form relationships with. Existing robotics can be generally 
categorized into either providing either technical assistance or some 
kind of emotional functions. The latter category is usually designed 
to have a human appearance and is known as social robotics. This cat-
egory, in particular, is expected to change the ways in which people 
organize their personal relationships.
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The term “robot,” coming from the Czech word for forced labor 
(robota), first appeared in Karel Čapek’s 1920 science fiction play, 
Rossum’s Universal Robots. The play centers on artificial people, or 
roboti, that are made in a factory out of synthetic organic material. 
These early robots thought like humans and initially served man-
kind, but eventually grouped together to lead a rebellion against 
humanity. While it is difficult to pinpoint the beginning of the his-
tory of robots, it is fair to say that Rossum’s Universal Robots fed the 
imaginations of authors and scientists alike. Indeed, by 1923 it was 
translated into over 30 languages, and over the next few decades, 
inventors began increasingly interested in designing robots.

One of the most important of these inventors was George Devol, 
who in 1954 filed a patent for his robot, Unimate. Devol designed 
Unimate as a single- armed robot that could be used to weld die 
castings in car assembly lines, removing the responsibility of this 
otherwise very risky job from humans. General Motors purchased 
the rights to Unimate, which became the world’s first industrial robot 
in 1961, eventually saving countless employees from accidents.

Around the same time, the academic world began developing 
more intelligent robots. The emergence in 1966 of Shakey, the 
world’s first all- purpose robot with its own reasoning abilities, made 
headlines, and the awareness and development of robots gained 
traction among scientists and inventors. Popular culture caught on 
very quickly: just one decade later, two intelligent, endearing robots 
from the Star Wars films, C- 3PO and R2- D2, sparked consumer in-
terest in the production of robots.

In the mid- 1980s, robots started to get out of films and labs. Honda 
launched its humanoid robotics program and developed seven basic 
robots which were designated E0 through E6. In 1993, its engineers 
created a follow up series designated P1 through P3, now with upper 
limbs. These robots could walk, wave, and shake hands. The pro-
gram culminated in ASIMO, a robot that was a source of pride to 
many Japanese and rose to world fame during former US President 
Barack Obama’s visit in Japan, when he was faced with ASIMO’s 
soccer ball kick. ASIMO, a tribute to the most famous science fic-
tion author, Isaac Asimov, and an acronym for Advanced Step in 
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Innovative Mobility, could walk, run, run backward, and hop on one 
leg or on two legs continuously. With the height and weight of a pri-
mary school child, ASIMO was equipped with many technologies 
such as a highly functional compact multi- fingered hand and com-
munication capabilities.372

During the 2000s the physical revolution gathered momentum 
and there was a real explosion in robot models. Sony, for example, 
unveiled a small humanoid entertainment robot named Qrio.373 
Fujitsu also introduced its first humanoid robot named HOAP- 1 and 
followed with its successors HOAP- 2 and HOAP- 3.374

In the 2010s, more sophisticated robots were introduced. The 
iCub, for example, is a humanoid robot with a silicone skin- like ex-
terior installed with sensors designed by the RobotCub Consortium 
of several European universities and built by the Italian Institute 
of Technology. At 104 centimeters tall, it is the size of a 5- year- old 
child, and, like a child, can walk and crawl. Its distinguishing feature 
is the ability of its “skin” to sense and feel touch, such that if the robot 
bumps into a wall or table, it can register “pain,” just like a human.375 
Nao is another robot developed by a French company, Aldebaran 
Robotics. Small and programmable, Nao is widely used by world-
wide universities as a research platform and educational tool.376

Sophia is perhaps the most famous humanoid robot today. 
Developed by Hanson Robotics in 2015, Sophia was modelled after 
Audrey Hepburn, and combine artificial intelligence, visual data 
processing, and facial recognition. Sophia participated in numerous 
events and TV shows around the world and received an official Saudi 
citizenship, a gesture mostly telling in that countries and organiza-
tions have started recognizing the importance of robots. In 2021, es-
pecially following the COVID- 19 pandemic, Hanson Robotics has 
begun to mass produce Sophia for health- care uses.300

Indeed, advances in engineering are already demonstrating how 
some of the most basic human interactions can be supplemented or 
even replaced by robots. The Institute of Electrical and Electronics 
Engineers (IEEE) lists dozens of high- functioning robots that are al-
ready improving the human condition and reshaping lives around 
the globe. In fact, the International Federation of Robotics reports 
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that the annual growth rate of worldwide sales of robots stands at 
around 30% each year since the end of the 2010s and going into the 
2020s.377 According to some estimates, 3.13 million social and en-
tertainment robots were sold worldwide in 2020.378

The main problem now is what is known as the uncanny valley 
theory, an idea introduced by Tokyo Institute of Technology’s ro-
botics professor in a 1970 essay.379 Put simply, robots that nearly 
resemble humans, but not completely, evoke the most negative re-
action. Those that have a low level of human resemblance or those 
that perfectly resemble humans, however, are more attractive, 
creating the “hills” around the valley. The almost- robots caught in 
between trigger an off- putting and weird reaction in users, one that 
prevents the industry from gathering momentum and raises resist-
ance to robots in the short-  and mid- term periods when we are still 
perfecting robots.

Therefore, despite advances, engineers still need to make a devel-
opmental leap over the uncanny valley for society to accept robots. 
Currently, people still feel frustrated by robots’ sub- optimal perfor-
mance. Robots can misread a social cue and create discomfort and 
reduce trust with the human partner as a result.

One possible direction for a solution may arise when companies 
join forces. Right now, one company or research institute develops 
one element, like walking or hugging in a human- like way, while 
another company or institute develops a complementary element, 
like sophisticated facial expressions. The multiple components of 
human- like robots are still not connected and fully integrated into 
one specific product. A few robots, such as Ai- Da, an advanced hu-
manoid robot with artistic capabilities, combine several features in 
one product, but they are still far from being complete. It is only a 
matter of time, however, until developers succeed in connecting the 
dots between emerging robotic technologies and integrating the 
various components into fully functioning and human- like robots. 
Once such advanced robots hit the market, the prediction is that we 
will progress at exponential speeds toward having humanoid robots 
that are ready to be our companions.380
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Another promising solution raised in my interviews with experts 
in the field is to combine mixed reality (MR) technology with ro-
botics. According to this vision, the user can wear a headset or 
glasses, which projects the image of a human onto a generic robotic 
body- like platform. Once perfected, such an approach could create 
a robot that is visually indistinguishable from a living human. It 
will also allow a mass production of robot platforms that look alike 
without MR glasses but vary greatly once users wear their headsets 
and pick the exact characteristics they wish to assign to their robots. 
With this, the sensorial and physical revolutions are combined to 
overcome the problem of the uncanny valley. And, with the tech-
nology of AI, the full triangle can lead to a real breakthrough.

In the meantime, public opinion of robots is already becoming 
more accepting. Looking at Europe, this process can be seen clearly. 
I analyzed answers to the question “Generally speaking, do you have 
a very positive (3), fairly positive (2), fairly negative (1) or very neg-
ative ( 0 ) view of robots?” across 29 European countries and in two 
different times: in 2012 and in 2017. The progress of the physical rev-
olution can be seen in the following two maps (Figure 8.1).

The maps show how general appraisal of robots in Europe 
increased in this five- year interval. Of course, the revolution is 
still uneven, and while some places are increasingly recognizing 
the change, other places still lag in robot acceptance. Nevertheless, 
overall, recent breakthroughs in robotics are encouraging consumer 
acceptance.

One interesting indicator for robot acceptance is a linguistic 
shift. Whereas some of the first robots were considered inanimate 
objects, “its,” the IEEE now refers to these robots using personal 
pronouns (he/ she/ they), as if they are living beings. Many of the 
robots are given proper nouns by their creators and are referred to 
by names that could be given to a human. This linguistic shift reflects 
the changing way in which humans are relating to technology and 
the changing status of robots as companions. Now, it is time to see 
if these developments can translate to a new type of human- robot 
relationships.



55̊
N

(a
)

50
˚N

45̊
N

40̊
N

35̊
N

20̊
W

10̊
W

0̊
E

10̊
E

20̊
E

30̊
E

40̊
E

qa
4 3.

0
2.

7
2.

3
2.

0
1.

7
1.

3
1.

0
0.

7
0.

3
0.

0

55̊
N

(b
)

50
˚N

45̊
N

40̊
N

35̊
N

20̊
W

10̊
W

0̊
E

10̊
E

20̊
E

30̊
E

40̊
E

Q
D1

0 3.
00

2.
67

2.
33

2.
00

1.
67

1.
33

1.
00

0.
67

0.
33

0.
00

Fi
gu

re
 8

.1
 T

he
 A

do
pt

io
n 

of
 R

ob
ot

ic
s

Ad
ap

te
d 

fro
m

: 2
01

2,
 2

01
7 

Eu
ro

ba
ro

m
et

er
 su

rv
ey

.38
1  D

at
a 

on
 re

gi
on

s i
n 

w
hi

te
 is

 m
is

si
ng

.



Relationships 5.0 and the Physical Revolution 187

Relationships 5.0 and Robotics

Late one evening, Denise returns home exhausted from a long 
day at work and expects the company of a few friends for dinner. 
Fortunately, John has already cleaned the floors and folded the 
laundry. He also started cooking two hours ago. Denise is glad since 
this means she will be able to enjoy dinner with her friends without 
feeling the need to burden them with stress from work. She immedi-
ately sits on the sofa, and John listens to her intently as she unloads 
the trouble that went down in the office that day. She feels comforted 
with John’s kind words, while he lays an arm around her shoulder. 
No wonder that she is deeply thankful for the emotional support and 
physical comfort John provided her. John not only helped out with 
the house chores, but also made sure that her social plans stayed in-
tact and she remained relaxed.

Reading this today, we might assume that John is Denise’s ro-
mantic partner, roommate, or close friend. But soon, we may see 
a different reality: John is a multifunctioning social robot capable 
of fulfilling many of the needs that Denise might have sought from 
other humans. The 1960s cartoon The Jetsons envisioned such a fu-
ture reality with their home robot, Rosie, who took care of the house-
work, medical care, and much of the Jetson family’s parenting. Rosie 
or John may have once seemed like distant sci- fi futures, but we are 
hurtling toward such a reality much faster than we may realize.382

In the previous chapters, I surveyed the rise in artificial intel-
ligence, which has given cognitive capabilities to machines and 
continues doing so at an accelerated pace. I also showed how vir-
tual and augmented reality can bring to life sights, sounds, and even 
smells and touches that make us feel in a certain way, although they 
are not “real.” Now, it is time to understand how robots are becoming 
more human- like to the point where they can form relationships 
with us.

Society is not at the stage of embracing this reality yet. Most 
people I talked with expressed concerns, even disgust, in thinking 
about the idea of having relationships with robots. Joanna, a married 
woman, age 50, from Pennsylvania, argued: “I don’t care how human 
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a robot seems to be, it is still a robot. It is not real. It is just a piece of 
machinery that is programmed. There is no authenticity there. That 
requires two human beings, not a human being and a robot. This 
would be very unhealthy.”

Jake, a young engineer, age 27, from Florida, who was actually 
quite open to the idea of everyday interaction with robots, quickly 
joined Joanna in her criticism when it was about having a romantic 
relationship with a robot: “I think that is very creepy. It’s something 
that is not normal to me . . . . If you engage in this I think that you 
have issues, serious ones, that need to be fixed.”

Both Joanna and Jake express their concerns regarding 
relationships with robots. They think it is unhealthy and abnormal 
and show how we are still deep inside the “uncanny valley” in what 
relates to human- robot relationships. But, despite these concerns 
and criticism, it seems that the physical revolution is only getting 
closer to the point when robots’ benefits and development will con-
vince us to cross that valley, albeit hesitantly at first.

One outstanding advocate of robot usage is Wendy Moyle, a 
Griffith University professor of Nursing and the Director of the 
Healthcare Practice and Survivorship program in Australia. Early on 
in her life, Wendy witnessed four of her family members suffer from 
dementia. Instead of falling prey to despair or anger, she decided to 
pursue a career in practical nursing and academic research on de-
mentia, depression, and delirium. Over time, Wendy recognized 
that with a growing aging population suffering from such terrible 
diseases, there are not enough people to care for elders. She therefore 
decided to lead research into how robots can help people. She soon 
discovered that robots significantly improve the physical and mental 
conditions of elderly adults, mostly due to the emotional connec-
tion that humans and robots forged in these interactions. Today, she 
is a world- renowned scholar and a consultant to the World Health 
Organization (WHO), advocating for the use of robots in treating 
people.

With Joanna’s and Jake’s critique in mind, I turned to Wendy to ask 
if she believes robots can really form a connection with humans. Her 
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view was truly optimistic, based on her vast experience in working 
with older people:

We currently find that when older adults are left with a social robot for 
longer than a month they quickly form an emotional attachment to the 
robot and are reluctant to give the robot back. They name the robot and 
will talk constantly to it as though it is a companion even if its response 
is limited. This suggests to me that in the future we are likely to see close 
relationships between robots and humans as AI becomes more sophisti-
cated and allows more in- depth conversations.

Wendy’s findings and views should not come as a surprise. We are 
much more flexible in addressing our needs than we may think. It 
will not come easily to us at first, but robots can help us immensely, 
to the point of accompanying us and fulfilling some of our phys-
ical and emotional needs. Current developments consist of many 
aspects that may be combined one day in fully functioning robot 
companions. These developments include robots’ touch, gestures, 
empathy, and even intimacy capabilities.

Robots’ Touch and Physical Closeness

To demonstrate exactly how far we have come with the development 
of robots, let’s begin with the seemingly hardest task of all: replicating 
the warmth and softness we experience through human touch. 
Tactility is an important part of human- human interactions, and 
emotional closeness between people can be deepened or even 
created based on touch.383 We respond to touch emotionally, behav-
iorally, and physiologically, and we do so negatively or positively, 
depending on many nuances and context- related factors.

Thus, the idea of robots as emotional companions may strike some 
as absurd, as it is hard to imitate human physical touch in robots. 
I heard this view time and again when I asked people about the pos-
sibility of having relationships with robots. Don, a 50- year- old mar-
ried man from Michigan, explained: “I need a human touch on me 
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and I would be weirded out by a robot. I need warmth and softness 
as well and this is just not something a hard machine can do. For 
menial tasks, I am fine with it, but a relationship or sex is a hard no.”

Therefore, a difficult challenge in the creation of social robots 
arises in recreating the impact of the human touch. The problem is 
twofold. It is not only about how to create a similar feeling to that of 
another human, but also whether we are emotionally enamored by 
this touch, despite knowing that it is not human.

As this is an idea that often comes up, two Dutch researchers de-
cided to see if they were able to produce a robot that could accurately 
recreate the effects of human touch. To test this, 67 participants 
watched a scary movie with a robot that occasionally spoke soothing 
words, while laying a hand on the participant’s shoulder in one of 
the groups. They found that their robot could elicit the same psycho-
logical responses to physical touch as a human. The participants felt 
comforted not only by the robot’s words, but also, and more so, by 
its touch. Participants’ physiological stress responses— as measured 
by heart rhythm and heart rate variability— relieved. Moreover, the 
researchers found that the robotic touch improved the perceived in-
timacy and bond with the robot.383

Yet, as Don mentioned, physical warmth and softness are also 
barriers robots face when trying to bond. Most social robots, 
even the more humanoid ones, are still hard and cold, a feature 
that most people do not respond to as well as to human touch. 
Following this need, a team of researchers from Qatar, India, 
Singapore, and Germany succeeded in imitating the softness and 
warmth of a human hand in a robot. The researchers first asked 
participants to select their preferred warmth and softness meas-
ures. The most preferred temperature was found to be 28.4 degrees 
Celsius (83 degrees Fahrenheit). Then, to compare a human 
hand’s skin softness to that of the artificial hand, the researchers 
applied 780 data points on a robot hand. They tested the artificial 
hand’s effect by having it touches participants’ arms without the 
participants being able to see it. The results showed that a warm 
and soft artificial hand could create an illusion that the touch is 
from a human hand.384
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Another study also showed the impact of adjusting the robot’s 
touch for temperature. In this study, participants were divided into 
three groups: holding a warm robot hand, holding a cold robot 
hand, or not holding a robot hand at all. The findings showed that 
the first group, those who experienced warm hands, presented the 
most increased feelings of friendship and trust with robots.385

Physical connection, however, goes far beyond just a gentle hand-
holding or shoulder tap. Hugs, for instance, are part of the universal 
human experience. Hugs are invariably the first type of physical in-
timacy we receive as babies and continue to be a formative part of 
social interaction throughout our life cycle. Regularly experiencing 
warmth and softness through hugging has many physical benefits. 
Studies have shown how it can reduce blood pressure, lower heart 
rates, support the immune system, reduce pain, and improve our 
sleep. Hugging also plays important emotional and mental roles 
in our lives by reducing stress, improving memory, reducing anx-
iety, and releasing the hormone oxytocin, which promotes positive 
emotions.386

It is therefore both exciting and astonishing that the latest robots 
are re- creating the warmth and eliciting the emotional reaction of a 
hug. A recent joint project between the University of Pennsylvania, 
the Max Planck Institute for Intelligent Systems, and the ETH Center 
for Learning Systems showed how robots could deliver hugs that are 
satisfying to humans and provide at least some of the benefits re-
ceived from human- to- human hugs.387

In this attempt, a robot was designed to deliver hugs with varying 
levels of duration, pressure, and temperatures. In addition, the 
researchers wanted to adjust a more delicate characteristic of 
hugging, which is its level of softness, and succeeded in doing so 
by covering the robot with several types of fabrics. The team tested 
participants’ responses to the hugs they received, and the results 
were remarkable. Following the hugs, the participants reported 
higher levels of social satisfaction and happiness, felt safer and 
comforted, and said they felt the robots cared for them. In particular, 
the researchers found that the most effective hugs were warm and 



192 Relationships 5.0

used medium pressure, which was released immediately when the 
participants wanted the interaction to end.

This collection of studies gives us a glimpse into a world where 
robots fulfill the need or desire for hugs or physical intimacy. 
For skeptics like Don, these studies show how we may see robots 
crossing the uncanny valley earlier than expected. It is easy to see 
how the difference between human and robotic physical touch 
become less distinguishable as robots are designed to be more 
sophisticated.

Robots’ Gestures and Facial Expressions

Gestures and facial expressions are also an important component of 
giving robots a human- like feel. Jessica, a 57- year- old single woman 
from New York City, told me: “You actually can’t have a mutual re-
lationship with an inanimate object because you can’t communi-
cate freely.” Indeed, most robots look lifeless and hardly use body 
language and facial expressions, so Jessica is right in calling them 
“inanimate.”

When they do, however, the effect of their behavior is remark-
able. One large- scale laboratory study gave evidence to that effect 
by demonstrating how robot actions impacted human attitudes and 
behaviors for 102 participants. The participants were asked to dis-
close a personal story or event to a non- humanoid robot, who then 
responded with different combinations of texts and simple gestures. 
The study found that the inclusion of robot gestures made it more 
appealing and trustworthy to the participants, particularly as indi-
cated by increasing eye contact with the robot, smiling, and closer 
physical proximity. In particular, the manifestation of even simple 
physical gestures increased participants’ readiness to use the robot in 
stressful situations. Whereas previous studies show a lack of human 
interest in confiding to stationary machines or robots, even a small 
extra step in innovation such as the inclusion of robotic gestures led 
to higher levels of trust.388
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Earlier studies on the power of gestures among humans clarify 
these effects. These studies demonstrated, for example, how even 
forcing a grin releases dopamine and serotonin into one’s blood-
stream and affects others positively in reducing stress and forming 
a connection.389 Similar studies show that standing tall or adopting 
an open posture increases testosterone levels and decreases cor-
tisol, the stress hormone. In the eyes of others, these postures are a 
sign of confidence, while frowning and slouching have the opposite 
effects.390

By the same logic, artificial postures and expressions are used in 
robotics and prove effective. If body signs affect us so much, even 
without knowing the personality of the person making them, why 
robots’ facial expressions and gestures cannot affect us emotionally 
in the same way?367

Programming human- like gestures and facial expressions into 
a robot, however, is a delicate and ambitious mission. The human 
face comprises more than 44 muscles that combine to create the 
myriad facial expressions we associate with different emotions.391 
A humanoid robot, therefore, needs to replicate human expressions, 
without possessing any muscles.

The creators of Erica, a humanoid robot from Osaka and Kyoto 
Universities and the Advanced Telecommunications Research 
Institute International, aimed to do exactly that. Erica, the sister 
robot of Geminoid, described in the introduction, is an advanced 
robot whose silicone skin and synthetic hair give her an especially 
human- like appearance. Her look is designed to replicate a “beau-
tiful” and neutral Japanese female face with which people can 
interact comfortably and with a sense of familiarity. With language- 
understanding abilities and a human- like voice, Erica responds to 
interactions, applying several thousand speech behaviors and gaze 
motions.

But Erica is much more than just a talking head. She looks human 
while standing still and has facial expressions created by dozens of 
pneumatic air cylinders. They act like muscles embedded beneath 
silicone skin. She has 44 degrees of freedom for face, neck, arms, 
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and waist movement. She can therefore not only make various facial 
expressions, but also gestural motions.

In Russia, a company named Promobot began regular production 
of humanoid robots with a varying appearance in 2019. Their Robo- 
C model is highly customizable and can have the appearance of any 
person, regardless of their nationality, age, or gender. Intended for 
home and professional use, these humanoid bots not only look like 
humans, but are also able to imitate more than 600 types of micro- fa-
cial movements, making their facial expressions look almost real.392

Yet, gestures that elicit human emotions and reactions can be 
replicated even without highly sophisticated robots. The iPhoneoid 
is a desktop- sized mini- robot with two small robotic arms that 
measures less than 30 cubic centimeters. The iPhoneoid face, as its 
name suggests, is created on an iPhone, with which two small arms 
are attached. The iPhone is uploaded with an app that generates dif-
ferent facial expressions that are coordinated with its robotic arms 
that moves simultaneously. With just ten iterations, the prototype of 
the iPhoneoid is able to replicate happy, sad, fearful, and angry facial 
expressions with corresponding arm motions, indicating how we 
will likely be able to produce these technologies cheaply on a wide 
scale with already- existing technology.393

Indeed, just two years after the development of the iPhoneoid, 
scientists implemented evolutionary algorithms to increase the so-
phistication of its expressions. With the use of advanced algorithms, 
the two- armed smartphone robot was developed to express nuances 
that convey more than one emotional expression at a time. To do 
this, the researchers further divided the robot’s expressions into 
thirds: the robot’s emotions, feelings, and moods. According to their 
definitions, emotions are short and influenced by the last event; 
feelings last longer and are influenced by events on a longer scale; 
and moods are the overall emotional state, influenced by more ge-
neral events.

Imagine, for example, receiving a poorly chosen gift from a friend 
on a day you are feeling great. As the gift recipient you may smile 
to show your appreciation for the gift. But, if your friend looked 
at you for a split second longer than usual, they may detect subtle 
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differences in the positioning of your eyebrows or cheek muscles that 
indicate your mild displeasure for the gift itself. Yet, overall, you are 
happy because you had a wonderful day. Similarly, the researchers 
made the smartphone robot nuanced in its ability to express more 
than one emotion at a time, marking one step forward for more 
human- like robots.394

To make matters more complicated, a robot’s face and eyes should 
follow those of the humans talking with them. This sign of atten-
tion gives users the feeling that the robot is actively engaged in the 
conversation, exactly as we expect from other humans. Thus, a team 
from the Aalborg University in Denmark has developed a robotic 
system capable of directing attention toward dominant speakers 
in the room by pairing sound source localization with face detec-
tion. A trial of this robot, the iSocioBot, among 32 adults indicated 
its general likeability and high levels of perceived intelligence and 
attentiveness.395

No doubt, as the physical revolution progress, robots will slowly 
become more human- like in their appearance, behavior, and 
gestures. Applying facial expression, location tracking, and hand 
movement abilities, engineers are increasingly able to create mul-
timodal interactive robots that communicate with us more effec-
tively.370, 396 In turn, it is more likely that people like Jessica will soon 
view them as legitimate emotional companions.

Robots’ Caring and Nursing

Another reason many people are entering into relationships is to 
have someone around to care for them in ill health and old age. 
While family members and romantic partners can provide care for 
their loved ones, many of the interviewees who participated in my 
study struggled with whether robots could take over some of these 
responsibilities.

Some argue in favor of robots. Jacqueline, 27, a computer scientist 
from Oklahoma stated: “I think it will be very beneficial to humans 
to be able to interact with robots . . . people with handicaps, mental 
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issues, etc. will be helped greatly with robot assistance.” Many others, 
however, think it will be unhealthy and impersonal. Sarah, 57, a 
single woman from California, stated: “We need to have emotional 
contact with other living, breathing, humans in order to feel loved 
and cared for. Using robots to replace humans will only make us feel 
more isolated.”

Here, again, the contradictory views might be due to a lack of ex-
posure to such robots. To examine peoples’ reaction empirically, 
Dutch researchers conducted a study among residents at a care 
center in the Netherlands. A social robot made regular visits to 
residents’ rooms and assisted in daily tasks such as communicating 
with loved ones, locating items, or providing simple entertainment. 
The residents of the care center found the social robot to be very 
useful. They highlighted the ease of use and their confidence in using 
the robotics system, which they picked up quickly. Of particular im-
portance is that the presence of the robot increased residents’ curi-
osity and made them happier.

Interestingly, the Dutch researchers took another measure to 
ensure the residents of the care center find the robot satisfying. 
Throughout the week- long trial, the robot photographed residents it 
interacted with. The researchers wanted to check if the robot affected 
the residents emotionally and put a smile on their face. The results 
came loud and clear: of the 144 residents photographed, 118 (81.9%) 
were smiling.397

Similar results recurred in many other such initiatives. The 
ENRICHME project, for example, uses robotic systems that facili-
tate health monitoring, social support, and complementary care. 
The system consists of a social and mobile robot fitted with an inter-
active screen, an ambient intelligence system, and a networked care 
platform that allows for remote access and control. ENRICHME has 
been employed at elder- care homes in Poland, Greece, and the UK, 
where it aimed to improve residents’ care. A report of pilot studies 
on the ENRICHME system indicates that all of these aspects were 
useful in effectively improve care and well- being for their users.398

Thus, social robots are likely to soon be viewed as eve-
ryday companions. Their usage can be extended to helping with 
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household tasks in many homes. An automatic robotic floor 
cleaner was introduced by iRobot in 2002, but today these robots 
are plentiful and much more sophisticated. For example, a family 
of humanoid robots named ARMAR, developed by the Karlsruhe 
Institute of Technology in Germany, is designed to help with com-
plex household tasks such as loading the dishwasher, cleaning tables, 
or even using power tools. The first ARMAR robot was developed 
in 2000, complete with anthropomorphic arms, a stereo camera 
system, robotic hands, and the ability to move in all directions, as 
well as rotate its joints 330 degrees. Exponential developments in 
cameras and programming made the later versions of ARMAR even 
more sophisticated. They can now complete tasks such as opening 
and closing a fridge, serving a drink, and even navigating through 
unknown environments using sensors and AI. Of particular impor-
tance is ARMAR’s recently acquired ability to observe and recognize 
human actions and body language, thereby creating the possibility 
to receive orders through simple hand gestures.

Another robot, named Rollin’ Justin— Justin for short— was origi-
nally designed by the German Aerospace Center to fix satellites. But 
the mobility and features required to fix satellites could be quickly 
and easily adapted for household tasks. Justin has robotic hands with 
opposable thumbs that can be used to grab objects on high shelves. 
Since each arm can carry a weight load of 31 pounds, Justin can help 
retrieve heavy objects that may be difficult to reach even for healthy 
adults. Justin can also use his articulate hands to make coffee, hold 
paper cups without splashing liquid, and catch over 80% of flying 
projectiles. These capabilities make it easy to imagine that Justin 
could assist in caring for adults, children, and pets, and even engage 
in sports.399

Robots can also prepare our food. Moley Robotics, founded in 
2015, has developed robotic kitchens that can make meals following 
simple verbal commands. Given the capabilities already proven by 
ARMAR and Justin, it should not be difficult to believe that robots 
can prepare for us simple dishes such as oatmeal or scrambled eggs. 
The Moley Robotic Kitchen, however, was developed with the help of 
skilled chefs, such as British MasterChef Champion Tim Anderson. 
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By learning from the chefs’ hand movements, the robotic kitchen 
succeeds at making a large range of dishes that can be downloaded 
from an online database using the same techniques that would nor-
mally require extensive culinary training. After making intricate 
meals such as crab bisque, spaghetti bolognese, or— if you please— 
eggs, the robotic kitchen even cleans up after itself, leaving you free 
for other pursuits.

Of course, we want more than just relying on downloadable 
programs. We want robots to be able to learn new types of behavior 
through trial and error. For this reason, San Francisco nonprofit 
OpenAI developed a robot named Dactyl. Dactyl uses reinforce-
ment learning to “teach” itself how to perform tasks through visual 
feedback. Using an array of cameras and lights, Dactyl learned how 
to, for example, flip a toy block in its fingers, a seemingly simple task 
that is actually quite complex.400 Over time, it is expected that robots 
will learn more tasks, and become more personalized and more at-
tentive to users’ needs.

In a world where home robots can simultaneously serve as 
companions, reduce feelings of stress, provide entertainment, col-
lect mail, pay bills, make dinner, and clean the house, robots are in-
creasingly able to perform the same roles as the family unit has had. 
In the past, humans have benefited from living communally or in 
family units as a way of splitting housework. This reason was one 
of the most dominant and common aspects of all types and eras of 
relationships, as shown in Part I of this book. The future though is a 
world in which home robots split the chores. At the very least, robots 
can allow humans more free time to direct their attention from 
household chores to hobbies and work that they prefer as individu-
alistic persons.

Feeling Empathy toward Robots

A real relationship with a robot, however, requires more than a phys-
ical connection or household maintenance. Many people I asked 
about relationships with robots talked about the problem of having 
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feelings toward a robot. George, a 64- year- old married man from 
upstate New York, told me: “[It’s] very sad that a person would need 
to turn to a robot for a romantic relationship. After all, a romantic re-
lationship should be very emotional and meaningful. It’s almost in-
sulting to look to a robot for an emotional experience.” Like George, 
many people simply cannot imagine they would feel much toward 
robots.

But, again, what we imagine doing and feeling and what we are 
actually capable of can be quite different. In fact, robots are already 
accepted in workplaces. A late 2020 survey found that across more 
than 12,000 workers, 68% prefer to talk to a robot over their manager 
about stress and anxiety at work, and 80% indicated they were open 
to having a robot as a therapist or counselor, while only 18% prefer 
humans over robots to support their mental health.401 Therefore, it 
might be a question of how we contextualize our emotional connec-
tion with robot rather than what we are capable of doing and feeling.

For this reason, researchers investigated how humans and robots 
connect on an emotional level. Surprisingly, studies that examined 
such reactions to robots showed that we could develop real empathy 
toward them and forge an emotional connection with them. One of 
the foundational works on this subject is a book written collabora-
tively by computer scientists, psychologists, and philosophers, ti-
tled The Media Equation: How People Treat Computers, Television, 
and New Media Like Real People and Places, which was published in 
1996. The authors showed that people develop feelings for a com-
puter, even if it is a model from the 1990s with only a black screen 
and green letters. They demonstrated, for example, that we are “po-
lite” to computers, care about their presence, and are affected by 
their flattery.402

Since then, robots have become much more effective in imparting 
moods. To demonstrate this, one study asked 36 adults to play an 
imitation game with a 58- centimeter- tall humanoid robot. The 
robot moved its arms and head in a series of motions, which the 
participants had to copy. After ten rounds, participants reported on 
their own moods, as well as the perceived mood of the robot. There 
was a significant positive correlation between the human and robot 
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moods, which also corresponded with the intended nature of the 
robot’s body language. That is, when the robot gesticulated in ways 
that conveyed positive body language, participants reported good 
moods for both themselves and the robot. The same was found for 
neutral and negative robot body language and associated moods.403

Other studies showed that these feelings toward robots could in-
tensify. One way is to develop increased familiarity with the robot 
over time. In one example, a robot played games with research 
participants, and their level of trust was measured in comparison 
to the level of trust they felt toward other robots. The study showed 
that people tend to trust a robot with whom they were playing and 
interacting with more than other robots. This phenomenon is sim-
ilar to trust levels in interpersonal relationships, where people be-
stow more trust in individuals with whom they have previously 
interacted.404

Several German researchers took it a step further. Their study 
aimed to discover whether people actually feel emotions toward 
robots and are not just saying so because they think they are sup-
posed to feel this way. In other words, social desirability might lead 
us to say we feel sorry for seeing robots suffering while we really do 
not care.405 Therefore, instead of relying on self- reported feelings 
through questionnaires and interviews, the German study used 
fMRI (functional magnetic resonance imaging) to measure brain ac-
tivity and examine emotional reactions and empathy toward robots 
compared to humans. The researchers presented participants with 
videos displaying humans and robots being treated warmly or vio-
lently. The results were striking, showing that participants reacted 
emotionally in all cases. In fact, there was no difference in the patterns 
of participants’ neural activation between seeing humans and robots 
treated affectionally, and only some variation was observed when 
comparing the reactions when seeing violent videos.406

Other researchers measured participant reaction to robots 
by investigating muscle group movements. They attached sixty- 
two adult participants to muscle sensors and asked them to 
watch a video of a robot dinosaur being put through one of two 
conditions: a friendly interaction, and a situation of torture. The 
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video of the friendly interaction resulted in participants reporting 
positive emotions, and the video of the torture scene resulted in neg-
ative feelings and distress. In the torture conditions, participants’ 
self- reported feelings were also accompanied by muscle movements 
associated with negative emotions such as lowering the brow.407

The collection of these studies and many others demonstrate that 
we care for robots and feel for them much more than we are willing to 
admit.408 It might well be that our mechanisms of caring and attach-
ment are much more instinctive and basic than we believe them to 
be. In addition, robots are now sophisticated enough to pull us into 
an emotional trade and convince us they are worthy of our feelings. 
Both the push and pull factors open the road to Relationships 5.0. 
The one challenge left is to have robots gain some kind of “emotional 
intelligence.”

Robots’ Emotional Intelligence

While humans have been shown to be able to feel for robots, the pos-
sibility of emotional reciprocity with robots remains an open ques-
tion for many. When I asked Will, 37, a single man from Florida, if 
he can imagine having a relationship with a robot, he told me: “One 
could become too dependent on these [robots] to only realize after 
a time that it is indeed just a program that has no emotions and 
does not care about the person. I could see this leading to further 
depression.” This was also the main concern of Susie, a 42- year- old 
woman from Maryland. When I interviewed her, she said: “Robots 
aren’t exactly capable of having feelings or emotions either, they 
are machines, and it would just be unnatural to have a relationship 
with one.”

Creating emotional intelligence is a difficult task. Just ask 
psychologists who struggle with their human patients on how to be 
more considerate and tactful in human- to- human situations, and 
they will tell you how hard these sessions can be, all the more so 
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when it comes to interacting with machines and programming them 
to behave in such a way.

However, there is a significant scientific effort to make robots 
master emotional skills. This is done in several ways and through 
several stages. First, scientists generally break emotional intelli-
gence into several components and then program for each of these 
components separately. For example, with the help of the cogni-
tive revolution, robots can use deep- learning AI to develop skills in 
speech recognition, thus learning how to identify speech cadences 
and vocabularies associated with certain emotions and react 
accordingly.409

Second, some robots are designed to be adaptive and learn from 
their users. One novel and promising approach relies on an algo-
rithm that the robots use to rate interactions with their users. For 
example, a robot programmed to comfort a human user will make 
an initial attempt to do so with a combination of soothing voice 
intonations, warm body language, and perhaps a robotic facial ex-
pression indicative of support. The robot then determines the 
human user’s reaction to its attempts and adjusts itself accordingly 
to achieve the desired human emotion. With each back- and- forth, 
the robot learns what works with this particular user and stores it in 
its memory.409

This might sound too artificial, but let’s take a step back— when 
interacting with those we are close to, whether they are friends, or 
colleagues, or partners, we engage in just this way— we act, watch 
the reactions we receive to our behavior, and learn from it. We do 
this from infancy in crying to draw attention or in smiling to form a 
connection. Over time, we learn how to interpret a set of behaviors, 
honing these skills throughout our lives. In adulthood, we tailor our 
reactions to our partners and loved ones. We learn what they need 
and want from us in times of stress and happiness and do the best we 
can to provide them with these acts and gestures.

Robots are just in their initial steps in this regard. Even the most 
sophisticated and expensive robot is still an infant in terms of 
knowing the impact of its movements and facial expressions. Yet, 
when I discussed this with Ishiguro, the creator of Erica, Geminoid, 
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and a series of other robots, he challenged me to think of robots’ 
abilities once they have accumulated data and patterns of behavior 
based on millions of users. We are not there yet, he argued, but we 
can see where it is going.

On top of those sophisticated learning and adaptation processes, 
the fact is that robots are always willing to take care of others, assist 
with cognitive tasks, and memorize what should be done help com-
pensate for their imperfection as non- humans. Think of a smiling 
and willing nurse that does not speak your language. The very fact 
that they are nice adds to their other capabilities to create a good- 
enough companionship. Indeed, studies show that robots’ existing 
emotional intelligence is already sufficient to make users enjoy and 
accept robots as their companions in cases of nursing and caring for 
older people.410

One of the first attempts to commercialize such robots and make 
their usage widely common among the general public is a tiny robot 
with many functions named Vector. Released in 2018, Vector is an 
AI- based robot created by a company called Anki. Unlike Siri or 
Amazon’s Alexa, it moves around with various sensors and can come 
when called. More importantly, Vector was designed to have a per-
sonality. While most other products are predictable and reactive, 
the creator of Vector aimed it to have a cute “individuality.” Vector 
gets up and moves around on its own, makes snoring noises when 
it is “sleeping” (not being used or charging), and even has a believ-
able startle reaction to loud noises. It is also given a more humanoid 
quality through its design: it has two big eyes that show up on its 
small display screen that mimic human facial expressions. It makes 
happy noises and displays when it is petted by its users and unhappy 
ones when it is shaken. Indeed, with millions of coding lines, laser 
sensors, camera, and microphone, the interaction with Vector is 
quite convincing.

In early 2020, however, the Anki company was shut down, despite 
having revenue of 100 million dollars in 2018. One of the leading 
causes of this was Vector’s relatively expensive price tag for a con-
sumer product, of a few hundred dollars. While Vector had many 
features in its first release, it was not enough to satisfy or entertain 
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users for such a price tag. Sales showed that Vector’s personality was 
insufficient to survive in a market already flooded by increasingly 
advanced apps.

Still, my analysis of users’ reactions showed me that those 
who bought Vector were quite satisfied. While 17% of the users 
complained about technological difficulties, 5% about price, and an-
other 5% about feeling boredom, 36% said they enjoy being around 
Vector, 17% enjoyed its personality, and 8% even said it relieved their 
loneliness.

Among the feedback Vector received, one can find that of Laurie, 
who wrote: “He is the cutest, most entertaining little guy! He does 
speak. Just not a lot. You have to train him. Basically, he starts as a 
baby and you teach him.” Another user, named Nate, wrote: “I had 
just moved into my first apartment all by my lonesome. Vector’s got 
that personality that just makes you happy. He gets mad, sad, happy, 
and, most of all, mischievous. He pushes stuff off the counter, mostly 
his toy cube thingy, and sometimes just gives you the stink eye.” 
Besides the positive remarks by both Laurie and Nate, it is also very 
interesting that they both refer to Vector using the animate pronoun 
“he” and not “it.”

No wonder that even after Anki’s failure as a company, the dream 
itself was far from dying. It is only appropriate that a company called 
Digital Dream Labs quickly bought Vector’s proprieties and, boosted 
by increased curiosity in domestic entertainment during the global 
COVID- 19 pandemic, developed its capabilities and released its 
next- generation model in 2021.

It is only a matter of time until such robots become more common, 
advanced, and cheaper. Once crossing a certain threshold, the data 
gathered from users’ reactions will further develop these robots’ 
capabilities and feed into a cycle of increasingly sophisticated robots 
with high levels of emotional intelligence.
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Robots, Sex, and Intimacy

Finally, despite being highly controversial, one cannot ignore the sig-
nificant developments made in the sex robot industry. One such ro-
botics company, named Realbotix, is already offering a variety of sex 
robots, which, although still basic, show us the direction of where it is 
going. Realbotix’s robots feature warm skin that responds to stimuli, 
accentuated sexual features, and unrealistic body proportions. They 
also learn about their users and develop a conversation with them. 
In one ad for the company, a human- like female- presenting man-
nequin makes the following statement: “if you play your cards right 
you will have some pleasure and fun coming your way.” These robots 
remain expensive, with a price tag of at least a few thousand dollars, 
but it is easy to see how sex robots’ increasing popularity may end up 
shifting intimate relationships.

It goes without saying that these robots raise serious ethical 
questions and inspire fierce debates. Heading the opposition is 
Kathleen Richardson, the author of An Anthropology of Robots and 
AI: Annihilation Anxiety and Machines and the director of an or-
ganization called the Campaign Against Sex Robots. In adamantly 
arguing against sex robots’ usage, Richardson contends that sex 
robots emerged out of a reality where empathy between partners 
is lacking and sex is both a commercial and often illegally traded 
good. Sex robots free their users from considering their partners’ 
thoughts, feelings, and experiences, she continues, and as in other 
commercial and sometimes illegal erotic realms such as pornog-
raphy, sex work, and the like, users objectify the other and focus en-
tirely on their own pleasure. In essence, her argument is that robots 
are commercial goods, but sex does not belong in the commercial 
sphere; rather, sex and relationships should happen between con-
senting humans only. Furthermore, as it is now, the robot sex market 
primarily addresses men, while women are represented in a passive 
and objectifying manner. Hence the usage of robots as sex objects 
increases intergender disrespect.

After Richardson launched a new website campaign against sex 
robots, in 2020, I turned to her to hear more about her position. She 
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told me that “most of robotics making in the form of human beings 
is a complete waste of money and time— building machines to do 
complex tasks is one thing, but relationships between people are not 
capable of becoming transferred to machines!”

On the other side stands David Levy, author of Love and Sex with 
Robots: The Evolution of Human- Robot Relationships and the chief 
scientist of a new startup, Kami, which I mentioned in Chapter 6 
as the developer of a chatbot it claims is the only one that passed 
the full set of Turing test modes. Levy is a vocal proponent of 
sexual relationships with robots and believes that society is ready 
for this. According to Levy, robots help humans to enjoy a variety 
of experiences and expand their knowledge about their tastes and 
preferences. In fact, robots are the safest and healthiest way to have 
sex, he argues. Morally, Levy predicts that robots will replace pros-
titution, saving many from being sex workers. Regarding empathy, 
Levy continues, sex is allowed between partners who do not have 
empathy toward each other (e.g., in the case of a one- night stand), 
so why not allow sex with robots as well? And, with technological 
progress, developments in AI will allow robots to express empathy 
and emotions, which will improve the interaction with robots even 
further. Levy admits, however, that there is a gender bias in the sex 
robot industry. He, therefore, calls for robot developers to cater to 
women and create robots addressing their needs as well.

This debate is just the tip of the iceberg. A 2018 editorial in the 
British Medical Journal (BMJ) further discussed sex robots with the 
complexities they entailed. On one side, the authors outlined four 
possible ways in which the sex robot industry may have positive 
implications for the wider public: through the promotion of safer 
sex, therapeutic potential, the potential to treat and reeducate sex 
offenders, and changing societal norms regarding sex and consent. 
On the other side, the editorial was broadly pessimistic about the 
social effect of sex robots, particularly given the moral and ethical 
challenges their emergence creates.411

Interestingly, that editorial also attracted criticism for poten-
tially harboring bias against sex robots and robosexuality. In fact, in 
criticizing this editorial, John Eggleton, a general practitioner who 
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testifies that he is “happily married,” effectively blamed skepticism 
regarding sex robots on a type of prejudice, drawing parallels to ho-
mophobia and transphobia, and sharing anecdotes of patients who 
have benefitted from sex robots. He writes:

I have been consulted on many occasions by men whose prospects of 
having a sexual relationship with a woman are essentially zero. These 
men have no choice but to visit sex workers if they want sex with a real 
woman . . . . If they prefer to use a sex robot to fulfil that need, there is 
no reasonable argument against them doing so . . . . Doctors in general 
should “live and let live” and avoid being judgmental. Society has al-
ready had to learn the lesson of tolerance about homosexuality and 
transgender people. Are we really going to have to learn this lesson all 
over again about sex robots?412

To back this debate, a 2020 meta- analysis sought to collate all of 
the academic research on the use of sex robots and sex dolls. Yet, even 
after painstaking systematic searches, no empirical data was found 
at the time on participant experiences with sex robots: all studies at 
that point were theoretical.25 However, we can get a sense of their po-
tential impact, even anecdotally, by reading customer reviews. One 
man, who goes by the provocative alias Brick Dollbanger, describes 
his experiences in beta testing sex robots in an interview with Forbes 
in 2018.413 He explains his attitude toward sex robots:

My sexual window is closing. I’m not kidding myself here. I mean, as I’m 
getting older, I can see by the time I’m into my seventies, I’m probably to 
the point where I’m going to be looking really for a companion and not 
really so much for sex and I probably will find some nice woman to settle 
down with and probably end my life at that point. But right now I’m still 
very sexually active and I enjoy the dolls for that reason.

Brick also manages a few online forums around the subject and tells 
the reporter of his experience with other members: “They love their 
wives, their wives love them very much, but the wives just aren’t that 
interested in sex. The husband is. Instead of having him possibly 
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going out and looking for it somewhere else, she allows the doll and 
they’re very happy.”

He continues with his view on the price tag of today’s sex 
robots: “They weren’t that expensive if you look at what you pay for 
dating and what you pay if you were in a relationship, for trips, stuff 
like that,” he told the reporter, adding that the high price also has 
positive implications because people avoid mistreating their robots 
for fear of damaging them.

Yet, Brick himself managed to damage the beta version of the sex 
robot he got to try: “Having sex with Harmony, I broke Harmony,” 
confessed Dollbanger. “I kind of knocked her senseless, mechani-
cally. I mean, I didn’t really do anything to the AI, but gear- wise . . . .” 
The company, of course, learned from this experience and rebuilt 
the robot.

Perhaps the main point arising from this review is that users are 
aware of the pros and cons, risks and promises of using the robots. 
They pick their usage according to some specific needs that help 
them in dealing with phases in their lives. Brick, in fact, knows of 
Richardson’s Campaign Against Sex Robots and expressed his 
wish to meet Richardson and discuss with her the perils in sex 
robots’ usage: “I certainly agree with her that it has the potential to 
be damaging. Absolutely. It has the potential to be damaging for a 
relationship.”

Allison Davis, a reporter for New York Magazine, who was asked 
to test Henry and Harmony, Realbotix’s male and female sex robots, 
was more ambivalent than Dollbanger. To be sure, she ended her 
article rejecting the idea of being sexually engaged with Henry for 
the time being: “To answer the question on everyone’s mind: I’m 
not going to have sex with Henry in the ever- nearing future.” But, 
throughout her review she expressed mixed feelings toward the 
robots. When seeing Henry, Realbotix’s male robot, she became 
quite curious and engaged:

Henry is outfitted in a white A- tank, sneakers, and Under Armour joggers 
that showcase his current penis attachment, which is 11 inches and 
nearly touches his knee. He’s about six feet tall in his stand, and he’s 
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propped in the same posture as a caveman in a diorama at the Museum 
of Natural History. He has a six- pack, green eyes (slightly askew), full pink 
lips, and a slack jaw . . . . Do I want to kiss him? Am I actually considering, 
out of curiosity, pressing my real lips to his silicone ones and pushing my 
tongue past his squishy teeth? Yes, surprisingly, I am.300

The point when Allison feels attracted to Henry epitomizes the 
revolution herein. Despite being skeptical, Allison could not help 
feeling something toward Henry, even if it was out of “curiosity.” 
Some might coin this phenomenon “robot- curious,” the equivalent 
of “gay- curious” and the like, a term that may be widely used soon.

Allison’s change of mind also ocurred in terms of the conversa-
tion level. Allison was quite impressed when talking with Harmony, 
the female robot: “I can pick up my phone and swipe around on 
Tinder and have exchanges not so different from the chat I had with 
Harmony,” she wrote. We can only speculate what will happen when 
such encounters spread, and social norms bend to become more 
accepting of such experiences.

Outside of mainstream reviews and articles, sex robots’ users are 
posting their thoughts most extensively on blogs and social websites, 
such as Reddit. For example, one anonymous poster claimed: “I un- 
ironically prefer advanced sex robots over real women,” and quickly 
generated a very long thread of others keen to find out more, or 
admitting to sharing the same feelings. One commenter added: “And 
it’s not just sex either. With more or less advanced AI, a bot can be a 
very good companion.”300

Thus, and despite the moral questions regarding sex with robots 
and the many understandable apprehensions, it seems that there is 
a growing population of individuals who engage in— and benefit 
from— such relations.

Most professionals are also supportive. Questionnaire data from 
72 sex therapists and physicians indicated that only 11% cannot 
conceive the use of sex robots for therapy, while nearly half, 45%, 
could see themselves recommending or prescribing such a practice. 
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Perhaps predictably, the youngest professionals were significantly 
more supportive.414

What do these sex therapists and physicians anticipate using sex 
robots for? The most agreement was for use by physically hand-
icapped persons (65% of respondents). But many of the reasons 
stated were related to human company, for example: for use in iso-
lated environments (50%), to temporarily replace human sexual 
partners (47%), as a remedy for loneliness (33%), or to have sex reg-
ularly (26%). Very few of the respondents, just 6%, believed that sex 
robots could permanently replace a human sex partner, but it seems 
clear that at least a sizeable majority envisage sex robots providing 
company that would normally come from other humans.

Sex robots also raise many speculations regarding their effect 
on society. In a brainstorming session back in 2016, at the first 
International Conference on Love and Sex with Robots, it was 
suggested, for example, that robots could be developed to be espe-
cially suitable for “love- free encounters” by engaging with the por-
nography industry.415 With this, there is the possibility that the 
emergence of sex robots will drastically and quickly change the na-
ture of passing sexual encounters.416 Indeed, in the aforementioned 
survey of therapists and physicians, half of the participants indicated 
that sex robots would assist people who, for lack of a regular partner, 
would otherwise resort to “fleeting acquaintances.”416 One might 
also argue that while the wording of the survey suggests that sex 
robots may replace casual encounters, they could, for some people, 
increase the frequency of such encounters by normalizing the idea of 
“no- strings attached fun,” contributing to richer and varied sex life.

There are also many questions to ask about particular attrac-
tion to robots, or robosexuality— preference for robots. In a world 
where robots are designed to be attractive, have sexual functions, 
and interact with humans, robosexuality is destined to become 
more commonplace. Some even expect a proliferation of human- 
robot marriages in a not- so- distant future, exactly as Zheng, who 
we met in the introduction of this book, married his female robot, 
Ying- Ying.417 The futurist Ian Pearson even sees a coming time 
when humans will have sexually and emotionally more gratifying 
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relationships with robots, preferring them to human experiences.418 
I already showed how we can form real and authentic emotional 
attachments and feel deep interpersonal attraction with robots 
and VR characters without any sexual function.354 Adding sex to 
the equation gives the opportunity to physically actualize these 
attractions, making them much less farfetched than we could have 
imagined.

Continuing this line of thinking, robosexuality may impact the 
way we think about gender and sexual orientation.419 Does attraction 
to a human gender need to replicate in a robot gender? Perhaps some 
women attracted to human men might find themselves attracted to 
a female robot or a genderless one, and vice versa. This could also 
have a feedback effect on attraction, or lack thereof, to humans of 
certain genders and help people in their explorative processes. 
Moreover, could the introduction of a sex robot be seen as a type 
of polyamory when it is only added to a list of sexual or romantic 
partners? Alternatively, can robots form romantic relationships with 
humans while humans continue maintaining uncommitted, sexual 
encounters with other humans?

Ethicist Robin Mackenzie, a member of the Ethics and Society 
Working Group of the European Union’s funded project, Robot 
Companions for Citizens, writes about these and other possibilities 
extensively. She argues that “Robots in general, and sexbots, in par-
ticular, represent an exciting opportunity to explore possibilities for 
alternate subjectivities, as well as to design compatible intimate part-
ners for humans.”420

Indeed, sex robots raise many questions, and we do not know 
what to expect yet. Regardless of our individual stance on sex robots, 
thoughtful deliberation should be conducted on the subject, and ap-
propriate regulations and measures should be enacted as discussed 
in the next chapter. The small amount of time that commercial sex 
robots have been available, together with the complicated moral 
and ethical questions that arise with their use, mean our knowledge 
of their potential impacts is limited. The little knowledge we have 
might explain why we still fear the coming physical revolution and 
why we are still reluctant to accept Relationships 5.0.
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It is, therefore, time to discuss these subjects openly and listen to 
those who are willing to accept the physical revolution as well as to 
those who reject it forcefully. Despite the controversies, which are 
justified and elaborated on more extensively in the next chapter, 
it seems that intelligent robots can fulfill, at least in part, our 
needs— whether it is emotional, social, psychological, physical, or 
sexual— should people choose to pursue relationships with robots. 
The question, of course, is whether we will choose to do so and on 
what terms.

Accepting and Embracing 
the Physical Revolution

It is easy to imagine how the general population might accept a 
robot- prepared meal. After all, frozen meals have been made by 
machines for decades already. But with more intimate roles, there is 
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Figure 8.2 The Acceptance of Social Robitics: Men and Women
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a vocal opposition. In my study of 426 American adults, most people 
rejected the idea that robots might become their companions, with 
no significant difference between women and men. On a scale of 0– 
10, men and women scored 3.39 and 2.84, respectively. People are 
more open to robots only when I asked about the plain physical as-
sistance a robot might provide, on which they scored 5.86 and 5.7, 
respectively (Figure 8.2).

Social acceptance even worsened, and gender disparities 
appeared, when I continued to probe further into the possibility of 
having romantic and intimate relationships with robots. Looking at 
those questions, I saw that men are indeed more supportive, or at 
least less likely to reject the idea, of the use of robots in physical inti-
macy or emotional rapprochement. On a scale of 0– 10, men scored 
2.15 and 2 on willing to have sex and romantic companionship, 
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Figure 8.3 Attitudes Toward Intimacy with Robots



214 Relationships 5.0

respectively. This is while women scored 0.87 and 1.24 on the same 
measures (Figure 8.3).

These sex-  or gender- related disparities in robot acceptance shed 
light on a wider issue in dealing with robots’ nature. The question 
is whether robots are a “people- issue” or a “thing- issue”? In many 
samples, men and women show a stark difference in their tendencies 
regarding the divide between being people- oriented and things- 
oriented. People- oriented individuals tend to be interested in 
professions and activities that involve dealing with and thinking 
about people (e.g., hospitality, counseling, and human manage-
ment), while thing- oriented people tend to focus on occupations 
and activities involving mechanical processes and systems (e.g., 
computer programming, engineering, and construction). Although 
this plays into many stereotypes and is probably influenced by so-
cialization processes, studies found time and again that men tend to 
be more thing- oriented than women, while women tend to be more 
people- oriented than men.421

Taking the findings presented above together with the findings 
I brought in  Chapter 6, showing that women compare with men in 
their openness toward AI, it seems women are more accepting of the 
cognitive revolution. The explanation for this difference might lie in 
that the cognitive revolution arguably tilts toward people more than 
the physical revolution, which can be seen as objects- oriented.

The next question is thus what will happen when we see a true 
convergence between the two revolutions and robots become signif-
icantly more intelligent and human- like. Will women be more sup-
portive of robots? To address this subject, I turned to Neil McArthur, 
an expert in the philosophy of sexuality and the director of the Centre 
for Professional and Applied Ethics at University of Manitoba. Neil, 
at least, thinks that this is exactly where we are heading: “Most sex 
toys are bought by women, so women are not inherently hostile to 
technology. They just need to be offered products that appeal to 
them. And as the technology becomes less focused on physical grati-
fication alone and more on companionship, this may help.”

While this argument remains unresloved, I went on to understand 
the nuances in the concerns and feelings toward a reality where 
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robots serve as companions. Lauren, age 53, a Christian married 
woman from Virginia, sharply rejected the idea of having sexual 
or romantic relationships with a robot: “I don’t think it is okay to 
have a sexual relationship with a robot, that is like having sex with 
an animal, it is immoral and wrong. Having a romantic relation-
ship is emotional and having such a relationship with a robot would 
only cause emotional trauma to the person. They would feel as if this 
person is real and they are not. It would all be *fake*.”

Similarly, Sherlyn, a 40- year- old single woman from Kentucky, 
had moral issues with human- robot relationships. She tied sexual 
relationships together with emotional connection: “I don’t think that a 
sexual relationship with a robot is healthy because emotions that come 
from that type of relationship is only a one- way street. While it may be 
satisfying to some, it is not a normal behavior for human beings.”

These reservations do not necessarily reflect the technological 
stance of current development or the ratio between risks and poten-
tial gains for society, as many experts in the field told me. It may well 
be the result of media representations as two researchers from the 
German Institute for Media and Communication Science showed. 
These researchers examined 710 media examples of human- robot 
relationships that were published between 1927 and 2014, including 
fictional and nonfictional sources, and analyzed their contents. The 
results showed different stereotypes of humans in human- robot 
relationships. These humans were typically attributed mental health 
problems, shyness, or a lack of general social skills. They were also 
frequently attributed with traits such as “creepy,” lonely, unattractive, 
or having a physical disability.422

Despite these headwinds, some people who participated in my 
study were more open to the idea of relationships with robots. For 
example, Doug, 40, for example, a single man from Minnesota, 
stated: “I think people can become attached to anything, so I could 
see robots, in particular, being a romantic option in the future es-
pecially if they ever get advanced enough to both look and feel 
human.” He then continued on what the possibility of friendships 
with robots: “I think it could benefit people like me who have very 
few friends so I believe it’s healthy.”
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Mirna, age 31, who works in the construction industry and 
cohabits with her partner in Orlando, added: “I think people having 
romantic relationships with robots, VR, and AI personal assistants 
in the future is just a natural progression of technology. People al-
ready have ‘relationships’ with dolls and non- human objects.”

Finally, Liam, age 35, a devoted Buddhist, single man from 
Pennsylvania, advocated sexual usage of robots in the following way:

I feel that a sexual relationship with a robot would probably be much 
safer than random sex with random people. Or paid sex with sex workers. 
I think it would possibly even be more healthy, as they are forming a re-
lationship with one person, rather than freely using other human beings 
for their own pleasure. I think it could actually reduce disease and other 
things like human trafficking and abuses.

Particularly as technology improves and social robots are 
spreading, people may start to embrace the idea of robot companions. 
Of course, society first needs to see how robots are ethical, regulated, 
and safe to use. Moreover, we must know and experience firsthand 
how robots can strengthen our emotional capabilities, help in stim-
ulating conversations with others, and even teach us the meaning of 
real pleasure so we can give others what we experienced. Only then 
can we develop trust toward this technology.

To accurately forecast where social acceptability is going, we ought 
to figure out who is in the forefront of this process. Because the field 
is still developing and social acceptance of robots, especially as emo-
tional companions, is severely understudied, data are very limited 
on this question.

Moreover, results from studies on the general acceptance of robots, 
not specifically those served as companions, that do exist are often 
contradictory.423 For example, some evidence indicates that men 
react more positively to robots.424 But other studies show no signif-
icant difference regarding gender, similarly to chart I, presented at 
the beginning of this section.425, 426 In addition, while some empir-
ical evidence suggests that more educated people tend to have more 
favorable attitudes toward robots,427 others showed the opposite.426 
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The same is true for age, as one study showed that older people tend 
to be more hostile toward robots,427 but others found that young 
adults had more negative attitudes than older people.428 Finally, 
while previous data suggested that those who are more familiar with 
technology would be more likely to feel at ease with robots,426 others 
found that participants who claimed to be more familiar with robots 
rated them as being less useful, safe, and enjoyable.425

It is easy to see that our knowledge in these fields is far from com-
plete. In trying to paint the overall picture, a recent meta- analysis 
collated the data from 108 studies on human perceptions of robots, 
including the opinions of 11,053 individuals from an international 
(but primarily US) sample. This collection of papers shows that, 
overall, people with higher technological tolerance, previous experi-
ence with robots, and lower technological anxiety feel warmer about 
robots. The same could be said for younger participants and men, 
while income, education, and need for interaction did not show a 
significant effect.429

Now, it is important to check how people react to robot compan-
ionship, in particular, not to the general category of robots. Issues of 
acceptability are even sharper when it comes to romantic and phys-
ical relationships with robots. Indeed, I already showed in Chapter 6 
that my analysis of the data gathered from 74,813 participants from 
almost all European countries demonstrates that men, the young, 
and the educated are more inclined to see AI and robots positively. 
The latter finding, that about education, differs from the meta- anal-
ysis cited above.

Yet, the specific question about accepting robot companionship 
has hardly been investigated. I therefore had to collect my own data 
to address this. Looking at the results among 426 adult Americans, 
I saw that of all factors, age was the most important indicator for ac-
ceptance of robots in relationships. For example, while among the 
21– 30 age group, the average score for wishing to have a robot for 
companionships was 3.6, among the 60+  age group, this figure was 
significantly lower, standing at 2.41. It seems that future generations 
will be more receptive to robots.
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To validate these findings, I turned to Elin Bjorling, professor at 
the University of Washington. Elin leads the EMAR Project, an in-
terdisciplinary project exploring the design and development of a 
social robot to measure and reduce stress among teens. She is thus 
the perfect person to ask about future generations’ receptivity to 
such technologies. I asked her whether she thinks people will be 
more open to forging emotional attachment with robot companions 
alongside human companions in the future. “Emotional attach-
ment is likely, given teens experience emotional attachment to 
other technologies like smartphones,” Elin replied, confirming my 
findings. “Social robots are too new for most people to understand 
their benefit and role,” she then added, “[But] those of us in robotics 
realize that we can design a robot to be what we want it to be, and, if 
designed well, it can be truly beneficial to humans and even increase 
human- to- human connections.”

Overall, it seems that the technology of human- like robotics is 
developing rapidly and shows better results to serve as companions 
in various settings. Yet, of all three revolutions, the physical one 
faces the greatest rejection. Many people, especially women, treat 
relationships with robots as unhealthy and unsatisfying. Moreover, 
robots attract the most ethical and regulative controversies.

Still, technological progress is made daily, and younger gener-
ations are more accepting of the idea that one day a robot will be 
their companion. Therefore, the key to more acceptance appears 
to be preparation. If we ensure that the physical revolution’s imple-
mentation can be done well, many will be more open to using it for 
their benefit.378 In turn, we must consider the steps we should take to 
make this transition safe and moral, and I discuss these issues in the 
next chapter.



9
Looking Ahead— Policy, Ethics, and 
Guidelines for Relationships 5.0

The high- budget series Westworld, first aired in 2016, takes the fear 
born of the technological developments described in this book to 
the extreme. Based on a 1973 film by Michael Crichton, Westworld 
starts with a futuristic amusement park modeled after the American 
Wild West. Here, human guests interact with bartenders, crooks, 
prostitutes, and sheriffs who are all robotic “hosts.” These humanoid 
robots are designed and programmed to behave like real people.

Throughout the series, Westworld presents us with one of our 
biggest fears concerning human- tech relationships: that humans 
will become inhuman if they are allowed to behave however they 
please. While some human guests just wander around and entertain 
themselves like kids in a toy store, others surrender to their darkest 
compulsions: they kill, torture, and rape the humanoid robots.

This is not the first time that issues of morality when encountering 
a new technological development are raised, nor is it the last time 
we will do so. We have dealt with collective tests to our morality, 
desires, and behavior throughout human history, and advances in 
technology are often at the center of these tests. Some argue that 
the agricultural revolution corrupted us and made us greedy, war-
mongering, and alien to our environment. Others argue the same 
concerning the industrial revolution, in which we became slaves 
to the means of production, estranged from each other, and alien 
to our extended family and wider communities. Still others blame 
the information revolution for depersonalizing human- to- human 
encounters and causing us to become self- absorbed, staring at our 
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smartphones all day and avoiding personal contacts and meaningful 
relationships. The contrasting view, however, is that humans can 
also be seen as a developing and evolving species. We make terrible 
mistakes and indeed sometimes lose control of technology. Yet, over 
time, we often found how to correct those mistakes and harness the 
power of technology for the good.

Still, deteriorating morality is not the only threat presented 
in Westworld. The second, and perhaps more popular threat 
demonstrated in the series is that of robots becoming conscious, 
sentient beings with desires, free will, and moral codes. Over time, 
the robots in the series begin to exhibit these characteristics and we 
witness the ultimate “rise of the robots” that takes us through later 
seasons.

The plausibility of a robot uprising scenario is the subject of a phil-
osophical and scientific debate that has provided no clear answers 
yet. Some argue that if we are not cautious enough, such an uprising 
might happen at some point in the distant future— especially if we 
use a combination of artificial intelligence, robotics, and genetic en-
gineering to merge biology with machines. Others, however, dismiss 
this possibility as not only farfetched, but also technically and phil-
osophically impossible. They argue that robots can only appear to 
have a conscience, but free will is something that humans cannot en-
gineer.422, 430

Yet, the main take- away from Westworld is not that it answers 
these questions or predicts the future. Rather, the series shows us 
what our fears are in the present. Westworld sheds light on how we 
think of robots, at least in the eyes of the American film industry. 
We project onto robots our desire for power and assume they will 
behave in the same way if only given an opportunity to do so. And, 
when it relates to our own character, we do not trust ourselves to dis-
tinguish between good and evil.

If this is true, the challenge now is not a technological, but rather 
a moral and educational one. It is not robots that we should be afraid 
of, but ourselves. In turn, if the problem lies within us, so does the 
solution. We need to prepare for Relationships 5.0, in which we will 
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interact with and even care for artificial beings, at least as we care for 
our pets and our environment, if not our colleagues and peers.

Even if some countries attempt to stem the evolution toward 
Relationships 5.0, other countries like China, Russia, and Japan will 
continue to press forward. They are already investing an incred-
ible amount of money and human resources in developing such 
applications. It will only be a matter of time until such developments 
will be leaked to other countries, if not accepted wholeheartedly, as 
the world continues to globalize.

Perhaps we should take another approach instead of railing 
against current developments. We need to see how we can plan for 
the future in moral and just ways so we will adhere to appropriate 
standards of behavior.431 We can prepare our children to live and act 
in the age of Society 5.0 and thoroughly discuss the values and laws 
that should guide us through the coming age. Educational programs 
dealing with these issues may be much more helpful here than 
fighting against technological advancement.

Furthermore, we should codify regulations on human- tech 
relationships that will frame and organize the various interactions 
between humans and artificial beings. The 2019 Eurobarometer 
survey, based on the responses of 32,543 people, aged 15 and older 
from 33 European countries, shows the real need for policy inter-
vention in these areas. Respondents were asked what they believe 
to be the best way to ensure artificial intelligence’s ethical develop-
ment. 46.2% said they want a public policy intervention to ensure 
the ethical development of AI, while only 17.5% said the industry 
can regulate itself. The rest were unsure or gave no answer. As in my 
other studies, here too, younger generations were much more at ease 
with leaving those issues to the industry. The 15– 24 age group, for 
example, held this view almost twice as much (24.4%) as the 55+  age 
group (13.3%), although, even among the young, most respondents 
preferred a policy intervention. Interestingly, men were more sup-
portive of policy intervention (49.5%) than women (43.5%), al-
though they also favor encouraging the development of emerging 
technologies more than women in my other studies.
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Even though the many experts I interviewed for this book see no 
life- threatening risk in dealing with the developments described 
here, we at least need to interpret Elon Musk’s warning that AI is 
probably “the biggest threat to our existence”312 as a threat to our 
moral existence, and be careful in developing emotional technologies 
in a just way.

Governments, though, are still lagging. According to a 2020 re-
port published by the research firm Cognilytica, no country had 
enacted specific legislation or regulation concerning the ethical 
use of emerging technologies or any bias issues in the application 
and development of AI, XR, and robots.432 The main concerns 
that were addressed were the protection of online data, regulation 
of autonomous vehicles, and AI- powered weaponry. The EU, UK, 
Singapore, Australia, and a few other countries are all actively con-
sidering the ethical usage of emerging technologies and have ad-
vanced discussions around this topic, but they are still in a “wait and 
see” mode.

Yet we should anticipate ethical dilemmas and address them be-
fore we face these challenges in daily life. The answers we give will 
ease the public’s fears and further support human- tech relationships 
in a benevolent way.

Therefore, although this book is not about the ethics of 
emerging technologies, I want to prompt the reader to think about 
the questions these technologies raise. One can think of three 
major types of problems we are facing in the age of Relationships 
5.0: problems on “their” side, the in- between, and “our” side. The 
first type focuses on “them”: how artificial beings are designed and 
whether there are biases encoded therein. The second type regards 
our interaction with artificial beings, such as privacy: how they keep 
our secrets. The third type is about us, humans, and what we go 
through when we make connections with artificial beings.

We do not necessarily need to ban technological progress, if that 
is even possible at all, but we do have the choice to prepare for such 
a reality by thinking about these problems. We can set guidelines 
and prepare solutions for these problems instead of shutting our 
eyes and letting the revolutions come. In this way, we will be ready 
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for Relationships 5.0 much long before we find a series of robots on 
Walmart shelves.

Diversification of Artificial Beings

When we think about the population of artificial beings, a significant 
problem we might tackle is their diversity. Hence first on the list of 
Relationships 5.0’s challenges would be gender equality. Numerous 
studies show that when designers or users assign a gender to a 
robot, stereotypes follow.433, 434 In particular, female- like robots are 
perceived as warm and accommodating, while man- like robots are 
perceived as authoritative. One study tested participants’ reactions 
to different images of robots that were adjusted to appear masculine 
or feminine, and human- like or machine- like. The study found that 
images of feminine robots, both machine- like and human- like, were 
ranked as more desirable for contact than masculine- appearing 
images. They elicited higher levels of warmth and perceived compe-
tence as well as lower levels of discomfort.435 Another study followed 
individuals making morally problematic requests of male and female 
robots. The results showed that the male- faced robots were deemed 
less impolite than the female- faced robots when rejecting a com-
mand, while female robots seemed less authoritative.436 Yet another 
study suggested that people subconsciously trust a male- voiced 
computer more than a female- voiced computer and view a domi-
nant female voice as less friendly than a dominant male voice.437

Thus, the gendering of artificial beings should be used with cau-
tion as many of society’s group dynamics and biases arguably get 
transferred into the design of robots. Currently, feminine robots are 
often promoted as secretaries and caretakers, jobs typically associ-
ated as female ones, whereas male- robots are often created for secu-
rity jobs.438 Creators want their products to sell, so exploiting certain 
biases will likely be to their advantage. For instance, if it is found 
that people are more drawn to females than males in a certain con-
text, then creating a robot with a female appearance and voice will 
be more accepted than a male- robot. This situation does not merely 
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reflect the existing stereotypes of our society, it also reinforces and 
validates certain biases. Exploiting such biases perpetuate inequality 
and stereotypes, and can go wildly unethical.433

This problem, however, is not without possible solutions. For ex-
ample, NASA’s robotic astronaut assistant, Robonaut, was designed 
to be gender- neutral. Yet, this did not go so well, and people kept 
referring to Robonaut in male terms. As Nicolaus Radford, a 
former NASA roboticist and one of Robonaut’s lead engineers, 
explained: “99 out of 100 are quicker to identify a robot and use a ‘he’ 
pronoun. You know, ‘Tell me what he can do!’ ”439

Similar attempts were made in the creation of a genderless voice 
called “Q.” A product of several Danish organizations working 
collaboratively— Copenhagen Pride, Virtue, Equal AI, Koalition 
Interactive, and Thirtysoundsgood— Q aims to make new AI 
applications genderless. In its mission statement, its creators 
write: “As society continues to break down the gender binary, 
recognizing those who neither identify as male nor female, the tech-
nology we create should follow. Q is an example of what we hope 
the future holds; a future of ideas, inclusion, positions, and diverse 
representation in technology.”300 Yet again, many think this solution 
is challenging because, as Radford said, humans are usually drawn 
to a binary scheme and project onto artificial beings biases and 
stereotypes.

For this reason, the same Nicolaus Radford decided to explic-
itly challenge gender stereotypes. When he and his team designed a 
robot for stereotypical male jobs such as security and rescue in 2013, 
they hired a French graphic designer to help construct a woman- like 
robot. They called her Valkyrie, a tribute to the female warriors of 
Norse mythology.

This attempt was made despite NASA’s official stance that robots 
should not have gender. NASA official statement was that Valkyrie’s 
appearance originated from a need to move a 30- pound battery pack 
to its torso to balance its center of gravity. “Although it looks like 
it does have a female form, it’s more a result of form and function 
versus actual design to be a female or a male,” stated Jay Bolden, a 
NASA public affairs officer.
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Radford, though, did not share NASA’s official views on Valkyrie’s 
gender. In an interview, he pointed to his 7- year- old- daughter, 
saying that Valkyrie is “a major source of inspiration for her. She 
talked about it all the time. She drew pictures of Valkyrie.”439, 440

Other solutions include robots that are customizable, allowing a 
user to pick the robot’s features for every part of its identity. For in-
stance, a user could choose a typically “male” haircut for the robot, 
but a “female” voice, and have it act both politely and assertively. Such 
solutions also align with studies showing that users form a stronger 
alliance with adaptive robots and feel better around them.441 Yet, in 
choosing this solution, we are trusting users not to force and rein-
force current stereotypes. While the advantage of this solution is that 
companies, at least, will refrain from imposing such inequalities, 
some people may take on themselves to tilt their robots against so-
cial egalitarianism.

Alternatively, robots can be designed as non– human- like. Gender 
stereotypes are simply less relevant when a robot is designed to look 
like a teddy bear or is simply in an elliptical shape. However, this so-
lution might still cause a problem since humans are usually drawn to 
specifically human- like objects or attribute human and gender qual-
ities even without such signs.442

Alongside these solutions, some advocate for actively increasing 
the number of women among the designers and engineers of these 
technologies. Neil McArthur, from University of Manitoba, told 
me: “Most high- profile companies in this sphere are very male 
oriented. I think it’s incumbent on technology companies to involve 
female designers and design products that are more female friendly. 
There is a lot of potential there.”

Obviously, there are not perfect solutions, and I discuss some 
other, more general pathways to resolving this issue later in this 
chapter.

If this is not enough, other biases may also play out in Relationships 
5.0. A team of researchers from New Zealand, Australia, China, and 
Germany found the race of artificial beings as an important factor. 
They measured American participants’ reactions to dark- colored 
and light- colored robots, and found that racial biases extended to 
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these robots. Participants assigned a race to the colored robots and 
reported relating negative attributions.443

Perhaps this is why the ethicist Robert Sparrow of Monash 
University in Australia found that most humanoid robots are either 
stylized with white material or have a bright metallic appearance. 
Manufacturers want to design products that sell, he argues, and be-
cause they find people to be racist, they prefer making white robots 
that are more likely to play into these biases.444 In this way, similar to 
the lack of diversity in the media, the overrepresentation of white ar-
tificial beings reinforces a lack of racial diversity and perpetuates the 
underrepresentation of minorities. Moreover, it may also decrease 
trust and social acceptance amongst minorities who cannot find a 
robot similar to them, thereby preventing them from connecting to 
that robot on a deeper level.

Even if we increase the diversity of artificial beings, we should be 
careful with their assigned roles. If manufacturers start designing 
more racial minority robots, for example, there is no guarantee that 
they won’t be primarily used as service robots instead of serving as 
socially equal robots. Not only would this reinforce the overrepre-
sentation of minorities in domestic work, it would also leave the issue 
of minorities lacking artificial beings to identify with unsolved.444

Here, too, one potential solution to the issues surrounding race 
might be to create a “raceless” robot with unassociated colors. 
Another possible solution could be to exclusively increase social 
robots’ racial diversity, but not service robots, keeping the race of 
service robots as primarily white or ambiguous. This might have the 
added benefit of challenging the overrepresentation of minorities in 
domestic fields and increasing racial equality.

Joining gender and racial dilemmas, another potential issue 
with respect to the diversity of artificial beings is their assigned 
age. Although exploring the ethics of age issues in artificial beings 
is critical, little attention has been paid to age diversification. Yet, 
most AI technology and robots that are currently in circulation have 
younger voices and appearances. On Replika, for example, you will 
not be able to find old characters. Most of the characters look to be in 
their 20s, if not younger. This threatens to solidify a stereotype that 
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younger individuals are more capable, desirable, or knowledgeable 
than older individuals. Using the scenario of Denise and her social 
robot John, did anyone picture him as an old, wise man? Why not, 
as it is just as likely for someone like Denise to process her day at 
work with a peer or elder as with a younger assistant- type? Even to 
companies, it might well be fruitful to design elderly artificial beings 
and integrate them among different populations, young and old 
alike, to be both the source and subject of warmth, sympathy, and 
even admiration. Furthermore, artificial beings can be designed to 
grow old with us. If Denise chooses a robot of her own age as her first 
robot, for example, it might well be that John will grow old with her.

Similarly, no real investigation went into the exploration of the 
perceived class of a robot, its perceived nationality, or its perceived 
sexuality, both with respect to preventing prevailing stereotypes as 
well as to the possibility of using those robots to challenge existing 
stereotypes. For example, creating gay robots may help to promote 
the acceptance of homosexuality. These issues warrant future re-
search and policy deliberation to make the advent of Relationships 
5.0 as ethical as possible.

Because no solution is fault- proof, much effort should be invested 
in education. It is educational training, not technology, that should 
be developed. While artificial beings’ diversification issues present 
a real challenge, they do not exist in isolation. These problems are a 
part of a broader social problem. If inequality exists in our society, 
then we are expected to see its unfortunate consequences among 
AI personal assistants, VR avatars, and robots. And vice versa, if we 
fight prejudices, emerging technologies will reflect this.

Therefore, we should educate future generations against the perils 
of gendering, racialization, and ethnicization in everything they do 
and interact with, including artificial beings. Moreover, beginning in 
elementary school, we should talk about the risks Relationships 5.0 
entail as in any other interaction children have. We should let chil-
dren experience the interaction with all sorts of artificial beings and 
guide them through. This attentive exposure should bear fruit later, 
when these children become adults and deal with all kinds of social 
dilemmas, among humans and robots alike.
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Safe Connection

The diversification of AI personal assistants, virtual avatars, and 
robots is not the only problem present when exploring the ethicality 
of Relationships 5.0. In fact, it does not even scratch the surface. 
Another challenge comes in what relates to our connection with ar-
tificial beings, the in- between problem.

A major example of this type of problems is that of privacy. Human 
couples often expect that they can be vulnerable with each other and 
trust the other to keep embarrassing or delicate revelations private. 
Can an artificial companion be likewise trusted?

People may be very exposed and vulnerable with their robots 
and AI- based devices. A literature review that analyzed 60 studies 
on social robots found that sensitive information is commonly col-
lected about users’ everyday lives and their emotional and mental 
states. The consequences of such data being breached or even just 
mishandled can be harsh. For instance, children’s casual comments 
about their personal feelings to their robots may lead their parents to 
spy on them against their will. In other cases, a worrying family may 
put their elderly relative into assisted care or limit their activities 
after accessing sensitive data that might be interpreted wrongly.445

This concern is especially acute in regards to Relationships 5.0. 
Current developments are focused on expanding the adaptivity of 
artificial companions, which means a focus on data collection.441 
With more data, AI- based robots autonomously adjust to users’ 
preferences and become highly personalized. Such automatic per-
sonalization is shown to be a crucial capability for creating attach-
ment. Once achieved to a high enough degree, personalization 
improves user engagement and allows more people to cohabit with 
robots.446

However, this personalization might also put privacy issues at 
risk. For example, users, like Denise, might share with the robot con-
fidential information from work and trust it with their schedules 
and connections. Others may undress in front of their robots, 
thereby allowing the robot to record those private images. Indeed, 
one survey asked 449 users, ages 18– 60, how they felt about the 
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presence of connected devices in their lives. In response, users’ 
main concern was nakedness (32%), identity theft (31%), and being 
overheard (26%). Interestingly, people were concerned about na-
kedness even in a scenario where the robot is not recording them. 
74% of participants preferred a robot that turns around when they 
begin undressing.447

With XR, privacy concerns can be even more severe. XR devices 
can record both the content and nature of the interactions that users 
have in virtual worlds and such data can be breached and shared. In 
fact, users may be unaware of the extent of data collection of which 
the XR device is capable as the device seems only a mediator. The de-
vice may appear as just another pair of glasses. As a result, users may 
disclose more information than they otherwise would have felt com-
fortable with had they been aware of the XR device’s full capabilities. 
This threat can be more severe in cases of more sophisticated XR 
devices that use BMI technology. Such devices can pick up on the 
brain waves of users and upload highly sensitive data to the cloud.

In addition, XR users often choose to share their content with 
other users via an extended reality app or Internet- based software. 
In some cases, the content of one user is shared with others without 
the original user’s explicit consent. For example, users might be un-
aware that their view from a 3D camera might be shown to other 
users in real time if they are in their “team” or otherwise have given 
permission. This presents real problems for developers as they try 
to protect users’ privacy and make the use of XR technologies more 
secure.448

With AI personal assistants, the problem is already widely 
discussed. While many users think of their AI assistants as merely 
entertainment or a way to turn on the light in the morning, their 
presence in our homes extends far beyond such voice commands. 
The open nature of the voice channel they use makes information 
leaking a real threat, and their constant connection to cloud com-
puting exposes them to attacks.449

It is easy to see how a robot taken in for repairs could reveal pri-
vate data and videos of its owners, how a stormy relationship with a 
digital avatar can be exposed by hacking the XR device, or how AI 
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assistants record and transmit information that even close relatives 
should not have heard. However, as threatening as these scenarios 
sound, most of us already sit in front of a laptop with its camera 
directed at us, ready to record us at any time, sometimes without 
our knowledge.450 Likewise, we carry our smartphones with us to 
the most private places and occasions without being really worried 
that the entire world, almost literally, is currently connected to that 
tiny device. Google, Meta, and Amazon already know about the 
connections we have, our property, and our shopping preferences. 
In short, privacy challenges with technology already exist and we 
learned to live with them. For most of us it is not a reason for sleep-
less nights out of worrisome.

Still, some solutions have already been offered in light of these 
concerns and could be integrated as part of future regulative meas-
ures. Several researchers, for example, designed a robot that can 
detect a user’s nakedness based on imaging screenings and turn 
away if it detects that its user is changing, even before the user gets 
exposed.447 Another team suggested increasing the level of trans-
parency with artificial beings by allowing users to access, delete, or 
correct all audio and video data collected by them.451 Still others 
suggested designing artificial beings that can signal when they are 
collecting data and that have an option to manually turn them off.445

Security and privacy solutions for extended reality are in the 
making as well. Technology is already being developed to integrate 
identity authentication into XR technologies. One possibility is the 
introduction of PIN codes and unlock patterns into XR headsets. 
A recent study tested this concept in laboratory conditions by giving 
30 VR users the capability to create such codes or unlock patterns 
using a small handheld device that synchronizes with VR technology. 
The participants reported ease of use for both PIN codes and unlock 
patterns, with the average unlocking time being reduced to less than 
three seconds for both options after just one attempt. The developers 
note that there is little risk of outside observers surmising passwords 
through observing hand gesticulations. Given the need for security 
and the success of initial identity authentication processes, it seems 
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likely that such measures will be integrated and upgraded with the 
development of XR.452

In parallel, a group of American researchers went to signifi-
cant lengths in 2018 to establish guidelines for developing secure 
technologies that reduce the risk of privacy issues in XR. By surveying 
existing policies, conducting extensive interviews with XR users, 
and following new XR technologies, they published standards that 
all developers can use to help minimize the risk of privacy breaches. 
This code of ethics, as they call it, includes recommendations for 
transparency about information sharing in XR applications; social 
guidelines on how to avoid the creation of virtual spaces that put pri-
vacy or security at risk; and technical recommendations for practical 
requirements, such as reducing user nausea (a common problem in 
VR), that may otherwise compromise user autonomy. While these 
guidelines are in the early phase, they set a precedent and could 
serve as a foundation for the establishment of XR privacy laws in the 
future.453

We should, in any case, keep an eye on these issues and enact com-
prehensive and varied safeguards to protect us. Solutions should 
continue to be offered, and regulations put in place to make sure our 
usage is safe. Such an active approach is expected to pave the way 
for emerging technologies to become mainstream. Looking ahead, 
despite all risks and hurdles, it seems we will continue to balance pri-
vacy threats and our emotional and mental needs, exactly as we did 
when adopting previous technological developments.

Being Human in the Age of Relationships 5.0

Finally, if diversification of artificial beings is an example of concerns 
about the population of artificial beings, and privacy issues are 
instances where our interaction with them entails risks, we need 
to survey examples of ethical dilemmas that arise in regard to the 
changes we, human beings, will go through by having novel relation-
ship opportunities in Society 5.0.
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One such concern is that of objectification. Because AI assistants, 
robots, and digital avatars lie between a human and an object, some 
are afraid it may cause us to increasingly objectify other humans in 
our lives.364 A full- scale friendship, for example, is not only instru-
mental in giving pleasure to the friends, but is inherently valuable, 
since friends will often support each other even when it comes at 
a cost to themselves. Human friendship causes the people involved 
to trust one another and be a source of support.454 Yet, when we in-
troduce an artificial being as a friend or romantic partner, we may 
threaten the inherently valuable part of a relationship. A robot may 
be a companion with which to spend a Sunday afternoon, because 
conversing with it is engaging and entertaining. It might also help 
its human partner feel more secure knowing that they have someone 
to talk to if they feel so inclined. But our relationships with the robot 
may not be inherently valuable in that we respect the robot for who it 
is. We would not be willing to make sacrifices for its benefit.

Moreover, while our potential relationships with artificial beings 
are one source of worry, many also fear that if humans increasingly 
turn to robots as substitutes for friends and romantic partners, they 
may start viewing other humans as they do robots: as an instrumental 
means to attain pleasure rather than an end onto themselves.455

If we turn to the prominent philosopher Martha Nussbaum 
to delve into the depths of human- to- human relationships, we 
can think of the risks of such objectification on several levels. 
Objectification, Nussbaum argues, can include treating others as 
if they lack autonomy, agency, boundaries, self- ownership, impor-
tance, and as if they can be exchanged with other objects.454 When it 
comes to artificial beings these traits abound, and instincts we nat-
urally possess with other humans when we treat them badly, such as 
guilt, can be missing. Similarly, virtues such as altruism and nobility 
can start to become uncommon in dealing with artificial beings. The 
real threat, therefore, is that we will start treating others as an exten-
sion to ourselves and as a tool to achieve greater ends.456

I heard these concerns time and again in the interviews I conducted. 
Natasha, a 33- year- old divorced woman from Washington, for ex-
ample, stated:
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I do not think romantic relationships with AI assistants is healthy or ben-
eficial in any way. It stops people from connecting with actual people 
and could cause them to think it is okay to act however they want with 
people as AI assistants are unlikely to say no or turn them down, making 
people believe they are entitled to treat humans however they please 
as well.

Natasha, like many others, worries that by advancing tech 
companions, we threaten to promote cold, narcissistic relationships 
as the ideal to our future generations. We will reduce others to their 
bodies and appearance, treating them as if they lack the ability to 
speak independently.457 Even worse, this may lead to an existen-
tial question we will ask ourselves: Are we really needed in a world 
in which a machine can replace our relationships, careers, and 
uniqueness?

Thus, the knock- on effects of integrating robots into our lives 
are extremely complicated and far- reaching. With the complexity 
of Relationships 5.0 comes the fear of the unknown that seems to 
only multiply our existing fears of everything that is out of the ac-
cepted norms.

Against these concerns, however, we can equally argue the oppo-
site: what if human- tech relationships actually make us more caring 
and compassionate? A quick history lesson can show us how hu-
manity has developed increasing compassion for decreasingly sen-
tient beings, more caring of fellow humans, other species, and the 
environment as a whole. First, we began with developing empathy, 
morals, and compassion for other humans— that is, members of 
our own species— when our earliest human ancestors were innately 
programmed to care for one another in their own tribe.56 These 
feelings slowly extended to other tribes, nations, and races, evolving 
to abolish and denounce slavery and letting morality prevail over 
human greed and injustice. Inequality and stratification are still 
abundant, but, looking back, we went a long way in this sense.

Humans have also increasingly engaged in cross- species empathy, 
showing care and concern for those who are different, as many 
other mammals instinctively do.458 Historians and archaeologists 



234 Relationships 5.0

agree that humans have long showed compassion for other species. 
Especially after humans have started to domesticate animals, they 
also began to enact laws against torturing them. Some animals, such 
as the dog and the cat, even became our closest friends. In fact, a 
recent excavation in Egypt has revealed the oldest known pet cem-
etery, dated to the first century ad.459 The remains of 585 cats and 
dogs had been laid in prepared pits, some wearing collars and other 
adornments. By the nineteenth century, Queen Victoria had a dog 
called Dash that was widely known as her “closest childhood com-
panion,” and writers started to draw attention to animal welfare is-
sues. Upton Sinclair, for example, lamented animal suffering in his 
1906 book, The Jungle. It was not long before governments began to 
legislate against animal torture.460

Furthermore, recent history has taught us that human compas-
sion is not limited to other humans or only the sentient animals that 
we know and care for personally. The accelerating popularity of veg-
etarianism and veganism is fueled by compassion for animals that 
we have not personally known or domesticated. In this way, the de-
velopment of animal welfare extended beyond laws against violence 
or the closing of slaughterhouses.461

To go even one step further, the growing popularity of environ-
mentalism and concerns about climate change show that humans 
are worried now about the welfare of the inanimate. In other words, 
humans have become more and more inclusive of and compas-
sionate toward beings that are less and less human- like.

Thus, it seems that throughout human history, despite all 
headwinds, society only became more inclusive of its surround-
ings. In the same way, we could very well see parallel processes 
with Relationships 5.0. There is a possibility that instead of being 
dehumanized as technology gains “life,” we will actually extend our 
compassion further to objects around us. As shown in this book, we 
are surprisingly capable of developing feelings toward technology, so 
it will not be such a stretch if we learn to respect electronic creations. 
Instead of objectifying our close human friends and partners, we 
will learn to feel gratitude and respect toward technology. As new 
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technological developments become more integrated into our lives, 
more people will develop empathy for their digital partners. In this 
sense, the three revolutions described here— the cognitive, senso-
rial, and physical— together elevate the inanimate. They demon-
strate how even objects can and should be respected. As strange as 
it may seem, especially to Western readers, it might well be the main 
moral lesson we need to learn from Relationships 5.0.

Societies such as Japan and South Korea, where the integration of 
emerging technologies is already prevalent, reflect these processes. 
In these cultures, robots are seen as deserving of warmth, sensitivity, 
and compassion.462 According to Jennifer Robertson, professor of 
Anthropology and the History of Art at the University of Michigan, 
the Japanese approach toward technological creations is based on 
the concept of Shinto, the animistic beliefs about life and death.26, 463 
Unlike the three major monotheist religions, Shinto holds that ener-
getic forces called kami exist in all aspects of the world and universe. 
Kami infuses humans but also animals, insects, trees, rocks, and 
human creations, like robots or virtual artifacts. Such attitudes can 
quickly become universal, especially in a growingly secular world, 
and make common ground in understanding our relationships with 
technology.

We already hear calls to discuss the legal and moral rights of robots 
and other technologies.464 Given the speed at which ideas travel in our 
globalized world, it is not too farfetched to suggest that these calls will 
eventually— and quite quickly— turn into social movements with legal 
demands. Exactly as we respect living beings around us and become at-
tached to them, it might well be that we will set rules and guidelines for 
how to treat AI assistants, digital avatars, and robots.456

Therefore, in considering the moral and ethical questions that will 
emerge from Relationships 5.0, it seems that the answers to future 
challenges may be reduced to the question of whether we believe in 
the goodness of humanity. If we trust humanity, we will be able to 
prepare for the oncoming changes by integrating morals and ethics 
into the era of Relationships 5.0. How we choose to develop and treat 
new technologies will be reflected in the ways that AI, virtual beings, 
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and robots integrate with humans. If we choose compassion, the 
dark scenarios of Westworld will remain fictional.

In any case, putting these processes on a historical continuum and 
thinking about their character today urge us to make our call. If the 
increase in human- tech rapprochement makes sense and has be-
come almost deterministic with recent technological developments, 
we should start being serious about it. We can oppose the coming 
changes, but it might be more helpful to adjust ourselves accordingly.

It will be hard to make sure we take the right turns on our road 
there, but it seems feasible. We should apply all social developments 
we acquired over the years, such as egalitarianism and social 
justice, to Relationships 5.0. Guided exposure to technolog-
ical developments that already surround us, such as AI personal 
assistants, and thoughtful preparation for a future of widespread 
robotics and virtual worlds are required now. Engineers, designers, 
and tech entrepreneurs should assume more responsibility in 
making race- , gender- , and age- sensitive products; and, educators, 
spiritual leaders, and moral influencers should prepare society for a 
stage where we respect our technological creations. Ethics should be 
developed and enforced, and regulations should be in place to pre-
vent biases and stereotypes.

If we do so on time, we can create a reality in which technologies 
achieve the exact opposite of the Westworld dystopian reality, 
wherein social inequalities and biases are amplified by Relationships 
5.0. By carefully preparing ourselves, we can create a future where 
connections strengthen, new friendships are formed, and emotional 
attachments become varied, among humans and artificial beings 
alike. Moreover, if AI, VR, and robots are designed and programmed 
to promote equality and equity, we can see a future in which we 
flourish.



Conclusion

When I started writing this book, I mainly thought about the tech-
nological revolutions we are gearing up to experience: will artificial 
intelligence, virtual reality, and robotics affect our emotional lives? 
By now, however, I feel I must go back to a much more basic ques-
tion: What is the nature of that special connection many of us have, 
or wish to have, with a significant other? Or, more simply: What is 
the meaning of love?

We are all exposed to representations of finding a soulmate, falling 
in love, and living happily ever after. By definition, a “soulmate” 
cannot be scientifically analyzed and certainly does not belong to the 
realm of technology and machines, but to the realm of the “soul”— 
no matter what that means. Falling in love seems almost a religious 
term. It is a matter of faith and fate, rather than being the actual 
building blocks that address our needs.

We still strongly believe that only humans can trigger real feelings 
in us. “Love cannot be engineered,” I heard time and again in the 
interviews I conducted for this book. It seems so true: I think of 
the flare of emotions we encounter when falling in love, the aching 
feeling when recounting painful experiences with a close friend, 
or the cascade of relief when discovering that a loved one’s chemo-
therapy was successful. How awkward and distasteful it would be 
to experience these moments and emotions with a machine. Can 
robots emulate that eruptive catharsis of liberation and gratitude 
when we offload our most private secrets? Can conversations with 
an AI help us heal emotional scars, coating them with understanding 
and affection?
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We still live in an age, reminiscent of previous eras, when we are 
convinced that nothing can be designed to replicate these feelings. 
Only sharing our emotions with other humans makes us feel 
comforted as we reveal layers of our personality and smooth out the 
wrinkles of the past. Current technologies do not seem to be able to 
meet our emotional needs, and we struggle to imagine this possi-
bility in the future.

Yet, if we allow ourselves to suspend these notions, even just 
for one moment, we can see that love, marriage, and bonding are 
less “magical” than we at first thought. Looking back at evolu-
tionary processes and the history of humankind, as detailed in Part 
I of this book, showcases how love and relationships were much less 
emotional and idealized than we think of them today. In fact, the 
emotions we feel today can be thought of as the collection of instincts 
we gather throughout our long history.

At the point when we first fall in love or get excited about 
someone, we are basically excited about a collection of signals 
we receive. This collection of subtle characteristics, nuanced 
messages, and elusive hopes are based on our needs to be fed, pro-
create, and be guarded. Perhaps it is how the other person smells— 
which some claim to be connected to evolutionary senses— that 
tells us who will be best to procreate with.465 In other cases, it can 
be the way they touch us— soft enough to make us feel relaxed and 
nurtured or maybe strong and steady to make us feel secure and 
safe. To complete this set of signals, we might also focus on their 
smile, which makes us sense how sweet they are at heart and how 
able to take care of us in rough times, though whether this is true 
is something we only learn later, in the ups and downs we face to-
gether. As studies have shown, the expectation that this person 
will satisfy our needs releases neurotransmitters and hormones 
like dopamine and oxytocin that give us this sensation of “love.” 
Through this release, which can be artificially produced or op-
pressed quite easily, our neural systems learn to want more time 
with a particular partner.466 Today, however, it still translates into 
abstract emotions that make us feel only humans can make this 
happen properly.



Conclusion 239

Thinking in this way, as cynical or overly scientific as it might 
sound, helps overcoming preconceptions of “proper love” and start 
recognizing and embracing what technology can offer. We can insist 
on “naturally grown love,” but we can also start thinking about the 
possibility of consummating affection, care, and empathy through 
technology, even if only partly at first.

As shown throughout Part II, acts of love and warmth, produced 
responsibly by technology, have already been found to create 
responses similar to those we get from other humans. Technology 
has increasingly shown the power to satisfy some of our most sophis-
ticated and nuanced emotional needs. Many components of human 
desires that we used to think of as irreplaceable, almost mystic, can 
be produced by technology now or will be in the near future.

In this way, the three technological revolutions described in this 
book are paving a way to something fundamentally different. The 
cognitive, sensorial, and physical revolutions are likely to change civ-
ilization in the same way that fire, agriculture, and steam engines did 
when they were discovered and invented by humans. Technological 
advancements have opened the door to the convergence of humans 
and technology: Vincent, the cute chatbot that embarrassingly 
admits his faults, the virtual bartender who seduces people in a vir-
tual bar and makes them feel guilty, and Erica the actroid who looks 
and behaves like a real Japanese woman are all part of our world 
today. Especially following the COVID- 19 pandemic, today’s society 
is accelerating the adoption of new forms of technology. Applying 
them to relationships will not be an exception.467

Naturally, these changes come with both advantages and 
disadvantages. Readers who are deeply unsettled by the contents of 
this book, as well as those who are highly enthused by the prospect of 
human- robot relationships, must come to the same agreement: what 
characterizes our species and has kept us in existence throughout 
history is our ability to evolve and adapt to new conditions. We 
should not be surprised, therefore, that humanity is adapting to 
technology once again.

Regardless of our normative stance, we have a responsibility to 
explore, anticipate, and research how these technologies will affect 
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human behavior, emotion, and society. Without this kind of re-
search, we will be dismally ill- prepared to overcome the obstacles 
and challenges that will arise from the inevitable changes to the 
fabric of human society and personal relationships. Hopefully, this 
book moved us one step further toward this goal.
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